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Music flows and stars
Shine on all

Who hear and see
Yet—music has vision:

The deaf can compose



PREFACE

There is much music in our lives - yet we know little about its function.

Music is one of man's most remarkable inventions - though possibly it
may not be his invention at all: like his capacity for language his capacity
for music may be a naturally evolved biologic .function. All cultures and
societies have music.

Music differs from the sounds of speech and from other sounds, but only
now do we find ourselves at the threshold of being able to find out how our
brain processes musical sounds differently from other sounds. We are going
through an exciting time when these questions and the question of how
music moves us are being seriously investigated for the first time from the
perspective of the co-ordinated functioning of the organism: the perspective
of brain function, motor function as well as perception and experience.

There is so much we do not yet know. But the roads to that knowledge
are being opened, and the coming years are likely to see much progress
towards providing answers and raising new questions. These questions are
different from those music theorists have asked themselves: they deal not
with the structure of a musical score (although that knowledge is important
and necessary) but with music in the flesh: music not outside of man to be
looked at from written symbols, but music-man as a living entity or system.
From this point of view, progress in understanding what makes meaningful
music should help us to understand what makes meaning and beauty in us.
Such knowledge of brain function eventually will weigh alongside the
knowledge of structure and energy in the universe.

This book, while not claiming comprehensiveness, brings together
aspects of new music research from different perspectives and angles of
attack that should make it specially useful to acquaint the reader with the
current state of the art in this field at this critical time, and its direction
for the future.

All of the chapters of the book, except chapters I, VII, XIII, XVII, are
based on presentations at the conference on the Physical and Neuro-
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viii PREFACE

psychological Foundations of Music in Ossiach, August 1980. These
conferences have done a great deal to encourage work in this young and
growing field. Thanks are due most particularly to Juan Roederer for his
continuing efforts on behalf of the conferences, as well as to the Austrian
Ministry of Science, the University of Alaska, the Austrian Broadcasting
Organisation, and the organizers of the Carinthian Summer Festival. T am
especially grateful to Dorothy Capelletto for long hours of painstaking and
meticulous work, helping with the editing and preparation of the manu-
script. The New South Wales State Conservatorium of Music, its Music
Research Center and Sentic Research Laboratories have given continuing
support for this undertaking and so have Nigel Nettheim, Janice Walker
and Brian McMahon, of the staff of the Music Research Center. The work
has also been supported by the Education Research and Development
Committee (ERD) of the Commonwealth of Australia.

Chapters 1, VII, XIII, XVII are by special invitation, and are gratefully
acknowledged. :

The first part of the book broadly concerns itself with the theme Music
and Language - the questions of what is the nature of the language of music,
how does the central nervous system organize musical experience. and how
are qualities and feelings communicated.

The second part treats the perception and production of various forms
of sound, of rhythm, intervals, and scales.

The third part shows how computers can now contribute to better
understanding of musical processes by their ability to produce and analyze
sound in known and new ways.

The book is dedicated to all those interested in how music functions.
And if this book sparks interest in the reader to make his own contribution
towards achieving these goals it will have been especially successful.

Manfred Clynes
Sydney, 1981



FOREWORD

A pioneering event in the international scenario of musicology and
musical acoustics took place in 1973 when the first Workshop on the
Physical and Neuropsychological Foundations of Music was held in Ossiach,
Austria, as part of the Carinthian Summer Music Festival. This event
brought together leading musicians, neurobiologists, physicists, engineers,
philosophers and psychlogists to appraise a variety of controversial and
little-explored subjects related to the understanding of how sound patterns
are produced in musical instruments, how they propagate through and
interact with the acoustical environment, and how they are perceived by the
auditory system and interpreted by the human brain. Similar Workshops
followed in 1977 and 1980, and there is every indication that they will
indeed become periodic components of the Carinthian Summer Festival.

The serene, majestic surroundings in the heart of the Austrian Alps, the
beautiful setting of the old Ossiach Monastery where the Workshop sessions
were held, and the presence of internationally renowned artists and
ensembles provided a most dignified and attractive atmosphere for the
discussions. Each Workshop focused on a limited number of truly inter-
disciplinary subjects, on which reviews and contributed papers were
presented and 'round table' discussions were held. The first Workshop for
instance dwelt mainly on psychoacoustics; the second one centered on three
subjects: acoustical features of musical instruments relevant to musical
tone quality: psychomotor control of music performance; and neuro-
psychological aspects of music performance. The third Workshop, held
August 8-12, 1980, had the following subtitles: Music, brain and language:
Music, cognition and emotion; and Music, computers and electronics.

This book contains a selection of papers given at the 1980 Workshop.
On behalf of the organizers of the Carinthian Summer Festival, I would like
to express my gratitude to Professor Manfred Clynes as Editor of this
volume. And on behalf of the Workshop participants, I would like to
expresss my gratitude to Dr. Gerda Frohlich, who valiantly and successfully
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x FOREWORD

took up the directorship of the Carinthian Summer Festival after the tragic
and untimely death of my very dear friend, Professor Helmut Wobisch,
founder of the Festival and originator and mentor of our Workshop series.
Joint sponsors of the last Workshop were the Austrian Ministry of Science,
the Austrian Broadcasting Organization and the University of Alaska. Their
support is greatly appreciated by all those who have benefited so much from
this informative and edifying event.

February 20, 1981 Juan G Roederer
University of Alaska
Workshop Director
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Chapter |

MUSIC, MIND, AND MEANING

Marvin Minsky

Atrtificial Intelligence Center
Massachusetts Institute of Technology
Cambridge, Massachusetts, USA

SUMMARY

Speculating about cognitive aspects of listening to music, this essay
discusses: how metric regularity and thematic repetition might involve
representation frames and memory structures, how the result of listening
might resemble space-models, how phrasing and expression might evoke
innate responses and finally, why we like music - or rather, what is the
nature of liking itself.

INTRODUCTION

Why do we like Music? Our culture immerses us in it for hours every
day, and we all know how it touches our emotions, but no one thinks of how
music touches-other kinds of thought. It is astonishing for us to have so
little curiosity concerning so pervasive an environ-mental influence. I will
speculate here about what we might discover, if we were to study musical
thinking.

Have we the tools for such work? Years ago, when Science still feared
Meaning. the new field of research on Artificial Intelligence supplied ideas
about 'representation of knowledge' which helped out in several fields; I will
use them here. But are not such tools too alien for anything so subjective
and irrational, aesthetic and emotional as music? Not at all; I think the
problems are much the same, and those lines wrongly drawn: only the
surface of Reason is rational. [1]*

*  Numbers refer to Notes, at the end of this Chapter.
1



2 CHAPTERI1

Besides, much of what we now know of the mind emerged, this century,
from other subjects once considered just so personal and inaccessible.
Freud's work on dreams and jokes uncovered the Unconscious, and Piaget's
work on children's talk and play initiated developmental psychology. Why
did the work of Freud and Piaget have to wait for modern times? Before
them, children seemed too childish, and humor too funny, for science to take
them seriously.

Why do we like music? We all are reluctant, in music and art, to
examine our sources of pleasure or strength. In part we fear success itself -
that Understanding might spoil Enjoyment. And rightly so; Art often loses
power when its psychological roots are exposed. No matter: when this
happens we will go on, as always to seek more robust illusions!

I feel that Music Theory has gotten stuck at trying too long to find
Universals. Of course, we would like to study Mozart's music the way those
scientists analyze the spectrum of a distant star. Indeed, we find in every
musical era some almost universal practices. But we must view these with
suspicion. For, they might show only what those composers felt should be
universal; if so, the search for truth in art becomes a travesty in which each
era's practice only parodies the theory of its predecessor. (Imagine
formulating laws of television screenplay, taking it as natural phenomenon,
uninfluenced by custom or constraint of commerce.)

The trouble with the search for universal rules concerning thought is
that our memories and thinking processes interact as we grow. We do not
just learn about things, we learn ways to think about things; then we learn to
think about that, and then about that. Before long, our ways of thought
become so complicated that, I suspect, we cannot understand the details of
any mind, at any moment, without knowing the principles that guided its
growth., The anatomy is too obscure without its embryology. Much of this
essay speculates on how listening to music engages previously acquired
personal knowledge of the listener.

As for the laws of liking music, it has become taboo for music theorists
to ask why we like what we like: our seekers have forgotten what they are
searching for. To be sure, "there's no accounting for tastes" - in general.
No matter: if different people have different preferences, we must not
simply ignore the problem; instead we must try to account for how and why
that happens! We must enlarge our aspirations to see that music theory is
not only about music, but about how people process it. To understand any
Art, we must look below its surface, into the psychological detail of its
creation and absorption.

If it sounds harder to explain minds than songs - still, sometimes making
problems larger makes them simpler! The theory of Equations' Roots
seemed hard for centuries, within its little world of real numbers - but
suddenly seemed simple, once Gauss exposed the larger world of (so-called)
complex numbers. Music, too, should make more sense once seen through
listeners' minds.

SONATA AS TEACHING MACHINE

Music makes things in our minds. but afterwards most fades away.
What is it that remains? In that old Mozart story. the wonder child heard a



MUSIC, MIND, AND MEANING 3

concert, then wrote down the score. I do not believe it; history documents
so few such tales that they would seem mere legend. (Though, by that
argument, so would seem Mozart, too). In any case. most people do not even
remember the themes of an evening's concert - yet, when the tunes are
played again, they are recognized. Something must remain in the mind to
cause this, and perhaps what we learn is not the music itself but a way to
hear it. I will explain.

Compare a sonata to a teacher! He calls attention, either dramaticaly
or by the quiet trick of speaking softly. Next comes the careful
presentation of the elements: useless to introduce too many ideas, or
develop them too far; until the themes are learned, the listeners cannot
build on them. So, at first one repeats a lot. Sonatas, too, explain first one
idea, then another, and recapitulate it all, just to be sure. [2]

Thus Expositions show the basic stuff, the atoms of impending
chemistries, and how to make some simple compounds from those atoms.
Then. in Developments, those now familiar compounds, made from bits and
threads of beat and tone, can clash or merge, contrast or join together. We
find it hard to remember details of things that do not fit easily into familiar
frameworks - things that seem meaningless. But I prefer to turn that
around: a thing has meaning only to one who already knows some ways to
represent and process what is meant - who knows its parts and how they are
put together. [10]

That is why sonatas start with simple things - as do the best of talks
and texts - repeating basics several times before presenting larger things.
No one remembers, word for word, all that was said in any lecture, or
played in any piece. But if you understood it once, you now own new
networks of knowledge, about each theme and how it changes and relates to
others. Thus, no one could remember Beeethoven's Fifth Symphony entire,
from single hearing. But neither could one ever hear again those first four
notes as just four notes! Once but a tiny scrap of sound; it is now a Known
Thing - a locus in the web of all the other things we know, whose meanings
and significances depend on one another. [3]

If sonatas are lessons, what are the subjects of those lessons? The
answer is in the question! One thing the Fifth Symphony taught our culture
is how to hear those first four notes. The surface form is just descending
major third, first tone repeated thrice. At first, that pattern can be heard
two different ways - as fifth and third in minor mode - or third and first, in
major. But once we have heard the symphony, the latter is unthinkable - a
strange constraint to plant in all our heads! Let us see how it is taught.

The Fifth declares at once its subject, then its near-identical twin.
First comes the theme. Presented in a stark orchestral unison, its minor
mode location in tonality is not yet made explicit, nor is its metric frame
yet clear: the subject stands alone in time. Next comes it twin. The score
itself leaves room to view this transposed counterpart as complement - or as
a new beginning. Till now, fermatas hide the basic metric frame, a pair of
twinned four-measure halves; so far we have only learned to hear those
halves as separate wholes.

The next four-measure metric half-frame shows three versions of the
subject, one on each ascending pitch of tonic triad. (Now we are sure the
key is minor.) This shows us how the subject can be made to overlap itself,
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the three short notes packed perfectly inside the long tone's time-space.
The second frame-half does the same with copies of the complement
ascending the dominant seventh chord. This fits the halves together in a
most familiar frame of harmony; in rhythm, too, the halves are so nearly
congruent that there is no room to wonder how to match them - and attach
them - into one eight-measure unit. v v

The next eight-measure frame explains some more melodic points: how
to smooth the figure's firmness with passing tones, and how to counterpoise
the subject's own inversion, inside the long note. (I think that this evokes a
sort of sinusoidal motion-frame idea that later helps to represent the second
subject). It also shows compression of harmonic time; seen earlier, this
would obscure the larger metric unit, but now we know enough to place each
metric frame precisely on the after-image of the one before.

(Cadence.) (Silence.) (Almost.) (Total.)

Now it is the second subject-twin's turn to stand alone in time.
Conductor must select a symmetry: to answer prior cadence, start anew, or
close the brackets opened at the start: can he do all at once and still
maintain the metric frame? In any case the student hears a long, long
unison F (subdominant?) in which he gets to do his homework: For.
underneath that silent surface sound, one hears one's mind rehearsing what
was heard.

The next frame shows the theme again, descending now by thirds. (We
see it was the dominant ninth, not subdominant at all. Fooled us that time -
but never again.) Then, tour de force, the subject sounds ascending every
scale degree. This new perspective shows us how to see the four-note theme
as an appoggiatura - and then, descending on each tonic chord-note, we are
shown how to see it as a fragment of arpeggio. (That last descent completes
a set of all four possibilities: harmonic and directional. Is this deliberate
didactic thoroughness, or just an accidental outcome of " the other
symmetries?) Finally, the subject's interval is squeezed to nothing, still
surviving - even gaining strength - as single tone.

(It always seemed to me a mystery of art: the impact of those moments
in quartets when texture turns to single line, and fortepiano shames
sforzando. But think: that very act, by which the surface shows the least,
must make the largest difference underneath. Shortly, I will propose a
scheme in which such sudden, searching changes wake a lot of
Difference-Finders. That very change wakes yet more Difference Finders,
and that still more in turn. And that is how sudden silence makes the whole
mind come alive.)

We are told all this in just one minute of the lesson. and I have touched
but one dimension of its rhetoric; besides explaining. teachers beg and
threaten, calm and scare, use gesture, timbre, quaver, sometimes even
silence. (Most vital, that, in music, too. In fact, in the Fifth, it is the start
of the subjectl.) Such 'lessons' must teach us as much about triads and
triplets as mathematicians have learned about angles and sides! Think how
much we were told about minor second intervals, in Beethoven's treatise
(Op. 133).

Why on earth should anyone want to learn such things? Geometry is
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practical - for building pyramids. for instance - but of what use is
music-knowledge? [4] Here is one idea. Each child spends endless days in
curious ways; we call it "play". He plays with blocks and boxes, stacking
them and packing them; he lines them up and knocks them down. What is
that all about? Clearly. he is learning Space! But how, on earth, does one
learn Time? Can one Time fit inside another, can two of Them go side by
side? In Music we find out!

Many adults retain that play-like fascination with making large
structures out of smaller things - and one way to understand music involves
building large mind-structures out of smaller music-things. So that drive to
build music-structure might be the same one that makes us try to
understand the world. (Or is it just an accidental mutant variant; evolution
often copies extra needless stuff, and minds so news as ours must still
contain some).

Sometimes. though, we use our music as a trick to misdirect our ways
to understand the world. When thoughts are hurtful, we have no way to
make them stop. We can attempt to turn our minds to other matters, but
doing this (some claim) just leaves the bad thoughts gnawing underneath.
Perhaps that music some call "background" can tranquilize by turning
under-thoughts from bad to neutral - to leave the surface thoughts deprived
of affect by diverting the unconscious. The 'meanings' we assemble in that
detached kind of listening, could be wholly self-contained in solipsistic
networks - webs of meaning-like cross-reference that nowhere touch
'reality’. In such a self-constructed world, one needs no truth or falsehold,
good or evil, pain or joy. Music, in this unpleasant view, serves as a fine
escape from tiresome thought,

SYNTACTIC THEORIES OF MUSIC
Contrast two answers to: "why do we like certain tunes?"

... because they have certain structural features."
... because they resemble other tunes we like."

The first looks for the laws and rules that make tunes pleasant. In
language, we know laws for sentences; that is, we know the forms they need
to have to be syntactically acceptable - if not the things they need to make
them sensible, or even pleasant to the ear. But as to melody, it seems, we
only know some features that can help - we know of none we cannot do
without. I do not expect much more to come from searching for the formal
rules of musical phrase.

The second seeks significance outside the tune itself, just as to ask
"which sentences are meaningful?" takes us outside of shared linguistic
practice into each person's own tangled webs of thought. And, there, these
preferences feed upon themselves, as in all spheres: we tend to like things
that re-mind us of the other things we like. So some of us like music that
resembles songs and carols, rhymes and hymns we liked in childhood. But
this begs the question: if we like tunes like ones we like, where does this
music-liking start? 1 will come back to that later.
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The term resemble begs a question, too: what are the rules of musical
resemblance? T am sure that this depends a lot on how melodies are
'represented' in each individual mind. And in each single mind, I am sure,
the different mind-parts do this different ways; the same tune seems (at
different times) to change its rhythm, mode, or harmony. Beyond that,
individuals differ more. Some listeners squirm to symmetries and shapes
that others scarcely hear at all; some fine fugue subjects seem banal to
those who sense but single line. My guess is that our contrapuntal sensors
harmonize each fading after-memory with others yet to play; perhaps Bach's
mind could do this several ways at once. (But even one such process might
suffice, for choosing what one next should try to play. 'Try'is enough for
improvisers, since they - like stage magicians - know enough 'ways out' to
keep the music going, when bold experiments fail.)

'Feature-based' explanations can't begin to describe such processes as
that. Much better are the 'generative' and 'transformational' (for example,
neo-Schenkerian) methods of syntactic analysis - but only for the simplest
analytic uses. For, at best, the very aim of syntax oriented theories is
misdirected; they aspire to describe the things that minds produce - without
attempting to describe how they are produced. This only works on very
simple things; for complex ones, taxonomy must yield to causal explanation.
Therefore, to really understand how memory and process merge in
"listening" we will simply have to use much more "procedural" descriptions -
that is, the kinds that can describe how processes proceed. [5]

I do not see why many theorists find this disturbing. It is true that this
new power has a price: one can say more, with computational description,
but prove less. Yet not so much is lost as many think: for Mathematics
never could prove very much about such complicated things. Theorems
often tell us complex truths about the simple things, but only rarely tell us
simple truths about the complex ones. Believing otherwise is wishful
thinking, "mathematics envy".

And for that price. a gain. Many musical problems that resist formal
solution will become tractable anyway, in future simulations that grow
artificial musical semantic networks - perhaps by 'raising' simulated infants
in traditional music cultures. [6] It will be exciting when one of these first
shows a hint of real 'talent'.

SPACE AND TUNE

When one enters a room one seems to see it all at once; not so with any
symphony. "Naturally," one might declare, for "hearing extends in time
while vision extends in space." But it really takes time to see new scenes.
though we are usually unaware of this. That Consciousness sees seeing as so
instant and immediate, is certainly the strangest of our 'optical' illusions.

Still. music can immerse us in some stable-seeming worlds. I will try to
explain this by arguing that hearing music is like seeing scenery. Only,
instead of treating this analogy light-heartedly, T will hammer it to death -
asserting that good music really makes the mind act very much the way it
does when seeing things [7] And no mistake: I meant to say "good" music!
This little theory does not apply to every bag of musical tricks, but only to
those certain kinds.
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Our eyes are always flashing sudden flicks of different pictures to our
brains - yet none of that saccadic action leads to any sense of change or
motion in the world; each thing reposes calmly in its "place™ What makes
those objects seem so stable, when their images jump and jerk so? What
makes us such innate Copernicans? I'll first propose how this might work in
Vision, and then in Music. But first I have to say some things about the way
the mind regards itself!

When we speak about illusion, we always talk in terms of someone being
fooled - be it another or oneself. "I know those lines are straight: one says,
"but they look bent to Me."

Well - who are the different I's and Me's in that? We are all convinced
that somewhere in each person struts a central Self, atomic, indivisible.
(And secretly we hope that it is also indestructible.)

Instead, I say, inside each mind work many different 'agents'. 1 can not
describe this theory here in much detail {(its sources are described in note
[11]) but all we really need is this rough sketch: each agent knows what
happens to some others, but little of what happens to the rest. In this view,
we can see how little it can mean to say a thing like "Eloise was unaware of
X" - unless one says more about which of her mind-agents were uninvolved
with X. Thinking itself is mainly making mind-agents work together; the
very core of fruitful thought is breaking problems into parts, and then
assigning every part to agents good at just that kind of job. Among our most
important agents are those that make these management assignments, for
they are the agents that embody what each person knows about what he
knows. But 'self-awareness' is a luxury, and usually an impractical one, for
managers who really manage cannot afford to know everything that their
subordinates do.

In that division of labor we call "seeing", I will suppose that one agent
of the mind - called "Feature-Finder" - sends messages (about features it
finds on the retina) to another agent - "Scene-Analyzer". The latter draws
conclusions from the many messages it receives and sends its own, in turn,
to other mind-parts. For instance, Finder might inform about some scraps
of edge and texture; then Analyzer Tinds that these might fit some bit of
shape.

Perhaps those features emanate from some part of a table-leg, but
knowing such a thing is not for agents at this level. What Analyzer can do,
though, is broadcast a shape-gram message to that host of other agents
specialized for finding Vision, a matter more involved with memory and
learning. (There is one such agent, at the least, for every kind of thing this
mind has learned to recognize.) Thus, we can hope, this message reaches
Table-Maker, an agent specialized to gather evidence for tables in the field
of view. After many such stages, descendants of those messages finally
reach Space-Builder - the agency that purports to inform yet other agencies
about Real Things in real World-Places.

Now we can see one reason why perception seems so effortless: while
the messages from Analyzer to Table-Maker are based on evidence that
Finder supplied, the messages themselves need say little about Finder itself,
or what it did. Partly this is because it would take Analyzer too long to
explain all that; but in any case the recipients could make no use of all that
information - not being engineers or psychologists, but just little specialized
nerve-nets [8], also [11].
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Messages. in this scheme, go various ways. Each motion of eye or head
or body makes Finder start anew, and such motions are responses (by
muscle-moving agents) to messages that Analyzer sends when he needs to
resolve ambiguities, or fetch more details. Analyzer himself responds to
messages from ‘higher up' for instance, Space-Builder may have asked '"is
that a table?" of Table-Maker, who replies (to himself) "Perhaps, but it
shoud have another leg - there", so he asks Analyzer to verify this for him,
and Analyzer gets the job done - by making Eye-Mover look down and to the
left. [9]

When you look up, you are never frightened that the ground has
disappeared - although it certainly has dis-appeared. This is because
Space-Builder remembers all the answers to its questions - and never
changes any of those answers without reason; moving eyes or raising head
provides no cause to exorcise that floor inside your current spatial model of
the room. My paper on "frame-systems" (Minsky, 1975) says more about
these concepts, but here we only need these few details.

Now, back to our illusions. While Finder is not instantaneous, it is very,
very fast: a highly parallel pattern matcher. Whatever Analyzer asks,
Finder answers in an eye-flick, a mere tenth-second or so (or less if we have
image-buffers). And still more speed comes from the way we mentioned
just above, in which Space-Builder can often tell himself, from his own
high-speed model memory, about what has been seen before. I argue that all
this speed is another root of our illusion: if -answers seem to come as soon as
questions asked, they will seem to have been there all along.

The illusion is enhanced another way - by "expectation" or "default".
Those agents know good ways to lie and bluff! Aroused by only partial
evidence for "table", Table-Maker supplies Builder with fictitious details
about some "typical table" whiles its servants find out about the real one!
Once so informed, Builder can quickly move and plan ahead, with little risk,
ready to make corrections later. This only works, of course, if the
prototypes are good - but that is what intelligence is all about.

As for "awareness" of how all such things are done, there simply is not
room for that. Space-Builder is too remote and different to understand how
Finder does its work of eye-fixation. Each part of mind is unaware of
almost all that happens in the others. (That is why we need psychologists;
we think we know what happens in our minds - because those agents are so
facile with "defaults" - but, actually, we are almost always wrong.) True,
each agents needs to know which of its servants can do what - but as to how,
that has no place or use inside those tiny minds inside our minds.

Finally, we return to how both music and vision build things in our
minds. Eye-motions show us real objects; phrases show us music-objects.
We learn a room with body motions; large music-sections show us
"music-places". Walks and climbs move us from room to room; so do
transitions between sections. Looking back in vision is like recapitulation in
music; both give us time, from time to time, to revise or review conceptions
of the whole.

So, hearing a theme is like seeing a thing in a room. An allegro is like
the room itself, and the whole sonata is like an entire building. I do not
mean to say that Music builds just the sorts of thing that Space-Builder
does. (I know that is too naive -comparing sound and place like in a little
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child's poem. Still, truth may lie in simple thoughts.) I do mean to say that
composers stimulate coherency by engaging the same sorts of inter-agent
coordinations that Vision uses to produces its illusion of a stable world - of
course. using different agents. I think the same is true of talk or writing,
the way these very paragraphs make sense - or sense of sense - if any.

COMPOSING AND CONDUCTING

In Seeing, we can move our eyes; Lookers can choose where they shall
look. and when. In music one must listen here - that is, the part played now,
it's simply no use asking Music-Finder to look there - because it isn't then
now.

But then, if composer and conductor choose what part you hear does not
this ruin our analogy? When Music-Analyzer asks its questions, how can
Music-Finder answer them - unless miraculously the music happens to be
playing what it wants at just that instant? If so, then how can music paint
its scenes - unless composers know exactly what the listeners will ask at
every moment? How to ensure, when Analyzer wants something - now, that
just that "something" will be playing - now?

Well, that is just the secret of music, one end to the other, of writing,
playing. and conducting! Music need not, of course, confirm the listener's
every expectation; each plot demands some novelty. Still, whatever the
intent, control is required, or novelty will turn to nonsense. And if allowed
to think too much himself, the listener will find unanswered questions in any
score, about accidents of form and figure, voice and line, temperament and
difference-tone.

So, every music artist must anticipate and pre-direct the listener's
fixations; he draws attention here, distracting it from there: forcing hearer
(again, like a magician) to ask just questions that the composition is about to
answer. Only by establishing such pre-established harmony, can music make
it seem that something is there.

RHYTHM AND REDUNDANCY

A popular song has a hundred measures, a thousand beats. What must
the Martians imagine we mean by those measures and beats, measures and
beats! The words themselves reveal an awesome repetiousness. Why isn't
music boring?

Is hearing so like seeing, that we need a hundred glances to build each
music-image? Some repetitive musical textures might serve to remind us of
time-persistent things like wind and stream. But much of sound is
one-time: you must hear a pin drop now or seek and search for it; that is
why we have no ear-lids. Poetry drops pins - says each thing once. or less.
So does some music.

Why, then, do we tolerate music's relentless rhythmic pulse? There is
no one answer, for we hear in different ways, on different scales. [10] Some
of those ways portray the spans of time directly, but others speak of musical
things, in worlds where time folds over on itself. And there, I think, is
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where we use those beats and measures.

What I mean is thiss Music's metric frames are transient templates -
used for momentary matching. Its rhythms are 'synchronization pulses' used
to match new phrases against old - better to notice Differences and
Change. As these are sensed, the rhythmic frames fade from our awareness,
their work done; the messages of higher-level agents never speak of them,
and that is why music is not boring!

Differences and Change! Good music grows from tiny roots, by careful
steps. And see how cautiously we handle novelty, enclose the new - like
sandwiches - between repeated sections of familiar stuff! The clearest kind
of change is near-identity - in Thought just as in Vision. Slight shifts in view
may best reveal an object's form - or even that it is there at all.

When we discussed sonatas, we saw how different metric frames are
matched together, making it easy to discern the musical ingredients. Once
frames were matched then we could see how what was there a major third
was changed to seconds here by adding passing tones; that what was once a
seventh-chord is now a dominant ninth. Thus matching lets our minds see
different things, from different times, together. Fusing all those matching
lines of tone from different measures - like Television's separate lines and
frames - that is what lets us make those magic music-pictures on our
mind-screens.

How do we make our Music-Agents do this kind of work for us? We
must have them organized in some special structure specialized for finding
differences between frames. Here is a four-level scheme that might work:

Feature-Finders listen for simple time-events,
like notes. or peaks, or pulses
Measure-Takers note certain patterns of time-events
like 3/4, 4/4, 6/8.
Difference-Finders observe that the figure here is
same as that one there, except a perfect fifth above.
Structure-Builders perceive that three phrases
form an almost regular 'sequence'.

I will not give much detail; that is for the future. But many such ideas
are seen already in research on Vision. [11] First, the Feature-Finders
search the sound-stream for the simplest sorts of musical significance:
entrances and envelopes, the tones themselves, the other little, local
things. Then Measure-Takers look for metric patterns in those small events,
and put them into groups, thus finding beats and postulating rhythmic
regularities. Then the Difference-Finders can begin to sense events of
musical importance - imitations and inversions, syncopations and
suspensions. Once these are found. the Structure-Builders can start work on
a larger scale.

The entire four-level Agency is just one layer of a larger system in
which analogous structures are repeated on larger scales. At each scale,
another level of order (with its own sorts of Things and Differences) makes
larger-scale descriptions, and thus consumes another order of structural
form. As a result, notes become figure and those turn to phrase, and those
into sequence - and notes become chord, and those make progression, and -
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so, on and on. Relations at each level, turn to Thing at next above; more
easily remembered and compared. This time-warps things together,
changing tone into tonality, and line into polyphony.

The more regular the rhythm, the easier the matching goes, and fewer
Difference agents are excited further on. Thus, once used for 'lining up', the
metric structure fades from your attention, because it is represented as a
fixed and constant object-frame (like the floor of the room you are in) -
until some metric alteration makes the measure-takers change their minds.
[12]

And so the regularities are hidden from attention while expressive
nuances are sensed and emphasized and passed along. Rubato or crescendo,
ornament or passing tone - the alterations at each level become the objects
for the next. The mystery is solved; the brain is so good at sensing
difference at each stage that it forgets the things themselves, whenever
they are the same. And as for liking music, that depends on what remains.

SENTIC SIGNIFICANCE

Why do we like any tunes in the first place? Do we simply 'associate'
some tunes with pleasant experiences? Should we look back to the tones and
patterns of mother's voice or heartbeat? Or, could it be that some themes
are innately likable? All these theories could hold truth, and others too -
for nothing need be single-cause inside the mind. [13]

Clynes, physiologist and pianist, describes (1977, 1969) certain specific
temporal sensory patterns, and claims that each is associated with a certain
common emotional state. For example, in his experiments, two particular
patterns (that gently rise and fall) are said to suggest states of love and
reverence; two others (more abruptly) signify anger and hate. He claims
that these and other patterns - he calls them "sentic" - arouse the same
effects through different senses - that is, embodied as acoustical intensity,
or pitch, or tactile pressure, or even visual motion - and that this is
cross-cultural. The time-lengths of these sentic shapes, the order of one
second, could correspond to parts of musical phrases.

Clynes studied the muscular details of instrumental performances with
this in view, and concluded that music can engage emotions through these
sentic signals. Of course, more experiments are needed to verify that such
signals have the reported effects. Nevertheless, I would quite expect to
find something of the sort for a quite different reason: namely, to serve in
the early social development of children. For, sentic signals, if they exist,
would be very useful in helping infants to learn about themselves and others.

All learning theories require brains to somehow impose 'values' on
events - implicit or explicit in the choice of what to learn to do. Most such
theories say that certain special signals are involved in this, called
reinforcers. For many goals, it should suffice to use some simple 'primary'
physiological stimuli like eating, drinking, relief of physical discomfort. But
human infants must learn social signals too. The early learning theorists in
this century assumed that social sounds (e.g. of approval) could become
reinforcers - by association with innate reinforcers - but real evidence for
this was never found. If parents could exploit some innate sentic cues, this
might explain that mystery.
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This might also touch another, deeper problem: of how an infant forms
an image of its own mind. Self-images are important for at least two
reasons. First, external reinforcement can be but one part of human
learning; the growing infant must eventually learn to learn from inside - to
free itself from parent. With Freud, I think that children replace and
augment the real one with self-constructed inner parent-image. Second, one
needs a self-model simply in order to make realistic plans for solving
ordinary problems. For example, one must know enough about one's own
disposition to be able to assess which plans are feasible. Pure
self-commitment does not work; one simply cannot carry out a plan that one
will find too boring to complete, or that is too vulnerable to other,
competing interests. Both reasons point to needs for models of one's own
behavior. But how could a baby be smart enough to build such a model?

Innate sentic detectors could help, by teaching children about their own
affective states. For, if distinct signals arouse specific states, the child can
associate those signals with those states. Just knowing that the states exist
- that is, having symbols for them - is half the battle. If those signals are
the same in others as in oneself then, from social discourse, one can learn
some rules about those states' behavior. Thus a child might learn:
Conciliatory signal changes Angry to Affectionate. Given that sort of
information, a simple learning machine should be able to construct a
'finite-state person-model'. This model would be crude at first, to be sure -
but half of that job, too, is getting started. And once the baby has a crude
model of some Other, he can copy and adapt it to begin work on making his
model of himself.

Returning to music. it seems just barely possible that we conceal, in the
innocent songs and settings of our children's musical cultures, some lessons
about successions of our own affective states. Sentically encrypted, those
ballads could encode instructions about conciliation and affection,
aggression and retreat - just the sorts of knowledge of signals and states
that we need to get along with othes. In later life, more complex music
might illustrate more intricate kinds of conflict and compromise, ways to fit
goals together to achieve more than one thing at a time. Finally, for
grown-ups our Burgesses and Kubricks fit Beethoven's Ninths to Clockwork’
Oranges.

If reader finds this all far-fetched, so do I. But before rejecting it
entirely, recall the problem: why do we have Music, and let it occupy our
lives with no apparent reason? When no idea seems right, the right one must

seem wrong.

THEME AND THING

Beethoven's Fifth: what is its subject: is it just those first four notes?
Does it include the twin, transposed companion too? What of the other
variations, augmentations and inversions? Do they all stem from a single
prototype? In this case, yes.

Or do they? For later in the symphony the theme appears in triplet
form, to serve as counter-subject of the scherzo. Three notes and one.
three notes and one, three notes and one; still they make four. Melody turns
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into monotone rhythm; meter is converted to two equal beats. Downbeat
now falls on an actual note, instead of a rest. With all those changes, the
themes are very different, yet still the same. Neither allegro nor scherzo
subject alone can be the single prototype; separate and equal, they span
across musical time.

Well, then, is there some more abstract idea they both embody? This is
like the problem raised by Wittgenstein.(1953), of what words like "game"
mean. I argue (Minsky, 1975) that for Vision, "chair" can be described by no
single prototype; better to use several prototypes, connected in relational
networks of samenesses and differences. But I doubt that these serve well
to represent musical ideas; there are better tools in contemporary Artificial
Intelligence research, like constraint systems. conceptual dependency,
frame systems and semantic networks. That is where the action is, today, in
dealing with such problems. (Computer Music Journal, 1980 contains good
reviews of recent work on musical cognition.)

Still what we really want to know is: "What is a good theme?" Without
that bad word "good", I do not think the question is well-formed - because
anything is a theme, if everything is music!

Now, let us split that question into (1) what mental conditions or
processes do pleasant tunes evoke? and (2) what do we mean by "pleasant"?
Both questions are hard, but the first is only hard; to answer it will take
much thought and much experiment. Good.

The second question is very different. Philosophers and scientists have
struggled mightily to understand what pain and pleasure are. I especially
like Dennett's (1978) explanation of why all that has been so difficult. He
argues that there simply is not any one such thing as 'pain' at all; instead 'it'
works in different ways at different times, and all those ways have too little
in common for the usual sorts of definition. He is right, I think, but then - if
pain is no single thing - why do we talk and think as though it were, and
represent 'it' with such spurious clarity?

I claim this is no accident: illusions of this sort have special uses. They
play a role connected with a problem facing any Society (in or outside the
mind) that learns from its experience. The problem is how to assign the
credit and blame, for each accomplishment or failure of the Society as a
whole, among the myriads of agents involved in everything that happens. To
the extent that the agents' actions are decided locally, so must also these
credit decisions be made locally.

How, for example, can a mother tell that her child has a need (or that
one has been satisfied), before she has learned specific signs for each such
need? That could be arranged, by evolution gathering together signals from
many different internal processes concerned with needs, and providing them
with a single, common, output - an infant's sentic signal of discomfort (or
contentment). By a genetically pre-established harmony, this would evoke a
corresponding central state in the parent. We would feel this as something
like distress, as we do when babies cry.

The satisfaction side needs signals, too. Suppose, among the many
things a child does, there is one that mother 'likes' - and so she makes
approving sounds. The child has just been walking there, and holding this
just so; and thinking that, and speaking in some certain way. How can its
mind fmd out which what was 'good'? The trouble is, each thing it did just
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then, must owe, in turn, to little plans it made before. We cannot 'reward' a
going to some certain place: you cannot reward an act. One only can reward
the agency that selected that strategy - and the agency who wisely
activated that agency - and so on.

To do this, one must propagate, to all those agencies and processes,
some message that they all can use to evaluate what they did - the plans
they made, their strategies and the things that they constructed. But all
these various recipients hdve so little in common that such a message, to
work at all, must express the essence of oversimplification. So 'good' is a
centralization that enables a tutor, inside or outside a society, to tell its
members that one or more of them has done something good - that satisfies
some need - without having to understand which ones, or how, or even why.

Now words like 'satisfies' and 'needs' have many senses, yet we seem to
understand that phrase - the same illusion of substantiality that fools us into
thinking it tautologous. unworthy of study, to ask "why do we like
pleasure"? The social discourse levels where we use such clumsy words as
'like' or 'good' or 'that was fun' must (by that very poverty of word and sign)
most coarsely crush together many different meanings. 'Good' is no symbol
that means as '"table" does. Instead, it names an injunction: "activate all
those (unknown) processes that correlate and sift and sort, in learning, to
see what changes (in myself) should now be made". 'Like', then, is a name
we use for when we send such structure-building signals to ourselves. [14]

And that is another reason we like music. Liking is just how certain
mind parts make the others learn the things they need to understand that
music. Hence liking (and its relatives) are at the very heart of
understanding what we hear. So Affect and Aesthetic do not lie in other
academic worlds, that music theories safely can ignore. Those separate
worlds are Academic-Self deceptions, used to make our problems seem like
someone else s. [15]

NOTES

[1] I do not mean that understanding Emotion is easy, only that
understanding Reason is harder. Our culture has a universal myth in
which we see emotion as more complex and obscure than intellect.
Indeed. emotion might be 'deeper' in some sense of prior evolution,
but this need not make it harder to understand; in fact, I think today
we actually know much more about emotion than reason.

Now. to be sure, we know a bit about the surface ways of Reason -
the ways we organize and represent ideas we get. But whence come
those ideas themselves - that so conveniently fill these envelopes of
order? A poverty of language shows how little this concerns us: we
'get' ideas: they 'come’ to us: we are 'reminded of'. I think this shows
that ideas come from processes obscured from us, with which our
surface thoughts are almost uninvolved. Instead, we are entranced
with our emotions - so easily observed, in others and ourselves.
Perhaps the myth persists because emotions (by their nature) draw
attention, while the processes of Reason (much more intricate and
delicate) must hide themselves in privacy, to work best left alone.
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(2]

(3]

(4]

(5]

In any case, those old distinctions - Feeling, Reason and Aesthetic -
are like the Earth and Air and Fire of an ancient Alchemy. We shall
need much better concepts for a working psychic chemistry.

Music has many forms, and there are many ways to teach. I do not
say that Beethoven consciously intended to teach at all. but still, he
was a master of inventing forms for exposition - including forms that
swarm with more ideas, and work our minds much harder,

Learning to recognize is not the same as memorizing. A mind might
build an agent that can sense a certain stimulus, yet build no agent
that can reproduce it. How could such a mind learn that the first
half-subject of Beethoven's Fifth - call it "A" - pre-figures the second
half - call it "B"? Simple: an agent A that recognizes "A" sends a
message to another agent B, built to recognize "B". That message
serves to 'lower B's threshold' so that after A hears "A", B will react
to smaller hints of "B" than it would otherwise. Result: that mind
‘expects' to hear "B" after "A'S for example, it will discern "B", given
fewer or more subtle cues, and might complain if it cannot. And yet
that mind cannot reproduce either theme, in any generative sense.
The point is that inter-agent messages need not be in surface
music-languages, but in codes that bias certain other agents to
behave in different ways.

Andor Kovach pointed out to me that composers dare not use this
simple. four-note motive any more. So memorable was Beethoven's
treatment, that now an accidental hint of it can wreck another piece
by moving listener's mind into that other, unintended place.

True or not, it is often said that Mathematicians are unusually
involved with music, but not the other way around. Perhaps both
share a liking to make simple things more complicated - but
Mathematics may be too constrained to satisfy that want entirely,
while Music can be rigorous or free. The way the Mathematics game
is played, most variations lie outside the rules, while Music can insist
on perfect canon, or tolerate a casual accompaniment. So
Mathematics might need Music, too, but not the other way around. A
simpler theory: since music engages at earlier ages, some
mathematicians are those missing mathematical musicians.

In science one always first explains in terms of what can be
observed. (Earth, Water, Fire, Air). But things that come from
complicated processes need not show their natures on the surface.
(The steady pressure of a gas conceals those countless, abrupt
micro-impacts.) To talk of what such things might mean or
represent, one has to speak of how they are made.

But one cannot do that, for the mind, without good ways to describe
complicated processes. Before computers came, no languages were
good for that. Piaget tried algebra and Freud tried diagrams, other
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psychologists used Markov chains and matrices - none came to much.
Behaviorists, quite properly, had ceased to speak at all. Linguists
flocked to formal syntax, and made progress for a time, but reached
a limit: transformation grammar shows the contents of the registers
(so to speak), but has no way to talk of what controls them. This
makes it hard to say how surface speech relates to underlying
designation and intent - a baby-bath condition. The reason I like
ideas from Artificial Intelligence research is that there we tend first
to seek procedural description - which seems more right for mental
matters.

We can already write computer programs that write better music
than most people can, but still that music is quite 'bad. I do not
know quite what to do about this; our lowest standards are so high
that we find it hard to distinguish early progress from worthless noise.

Edward Fredkin suggested to me the theory that music-listening
might exercise some innate 'map-making' mechanism. When I
mentioned the puzzle of music's repetitiousness, he compared it to
how rodents explore new places: first one way a little, then back to
home. Do it again a few times. Go a little further. Try small
digressions, but frequently return to base. Both men and mice
explore new territories that way, making mental maps lest they get
lost. Music might portray this building process, or even exercise
those very organs of the mind.

Only in the past few centuries have painters learned enough
technique and trickery to simulate reality. (Once so informed, they
often now choose different goals.) Thus, Space-Builder, like an
ordinary person, knows nothing of how vision works, nor of
perspective, foveae, or blind-spots. We only learn such things in
school: millenia of introspection never led to their suspicion - nor
meditation, transcendental or mundane. The mind holds tightly to its
secrets - not from stinginess, nor shame, but simply that it does not
know them.

Nor is Scene-Understander autonomous; his questions to Analyzer are
responses to requests from others. There need be no First Cause, in
such a network. See [137,

What is the difference between merely knowing (or remembering, or
memorizing) and understandingZ We all agree that to understand
something you must know what it means - and that is about as far as
we ever get. I think I know why that happens. A thing or idea seems
meaningful, only when we have several different ways to represent it
- different perspectives and different associations. Then you can
turn it around in your mind, so to speak: however it seems at the
moment, you can see it another way; you never come to a full stop.
In other words. one can think about it. If there's only one way - if it
just sits in your mind doing nothing - you wouldn't call it thinking.
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[11]

[12]

[13]

[14]

So a thing has any real 'meaning' only when it has several; if you
understood it just one way, you did not understand at all. That is why
the seekers of the 'real' meanings never find them - and this holds
true especially of words like "understand" itself!

The idea of interconnecting Feature-Finders, Difference-Finders and
Structure-Builders are well exemplified in Winston's work (1975.)
Measure-Takers would be kinds of Frames as described in Minsky
(1975.) The idea of 'societies of agents', developed in Minsky (1977,
1980a, b) comes from my work with Seymour Papert.

Rhythm has other roles, of course. Societies (in minds or lands) with
different functions see things different ways. Agents used for
dancing do attend to rhythm, while other forms of music demand less
steady pulses.

We all experience a phenomenon we might call 'persistence of
rhythm' - in which our minds maintain the "beat" through episodes of
ambiguity. I presume that this emerges from a basic feature of how
agents are usually assembled: at every level, many agents of each
kind compete (Minsky, 1980a). Thus, agents for 3/4, 4/4 and 6/8
compete to find best fits. However, once in power, each agent
'cross-inhibits' its competitors. Thus. once 3/4 takes charge of
things, 6/8 will find it hard to "get a hearing" - even if the evidence
on his side becomes slightly better.

When none of them has any solid evidence for long enough, then
agents change at random, or take turns. Thus, anything gets
interesting - in a way - if monotonous enough! We all know how,
when word or phrase is oft enough repeated, it - or we - begin to
change; because the restless Searchers start to amplify minutiae,
interpret noise as structure. This happens at all levels: for when
things are regular at one, the Difference agents at the next will fail -
to be replaced by other, fresh ones that then re-present the sameness
different ways. (Thus Meditation, undirected from the higher mental
realms, fares well with the most banal of inputs from below.)

Theories about children need not apply to adults, because (I suspect)
human minds do so much self-revising that things can get detached
from their origins. One might end up liking both Art of Fugue and
Musical Offering, mainly because each one's subject illuminates the
other, giving each a richer network of 'significance'. Dependent
circularity need be no paradox here, for, in thinking (unlike logic) two
things can support each other in mid-air. To be sure, such autonomy
is precarious; once detached from origins, might one not drift
strangely awry? Indeed so, and many people seem quite mad, to one
another.

Most of the 'uses' of music mentioned here - learning about time,
fitting things together, getting along with others, and suppressing
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one's troubles - all seem very 'functional' and overlook much larger
scales of 'use'. Curt Roads pointed out to me: "every world above
bare survival is self-constructed; whole cultures are built around
common things people come to appreciate., These appreciations,
represented by aesthetic agents. play roles in more and more of our
decisions - as what we think is beautiful gets linked to what we think
is important. Perhaps, Roads suggests, when groups of mind-agents
cannot agree, they tend to cede decisions to those others concerned
with what we call aesthetic form and fitness. With small effects at
many little points, those cumulative preferences for taste and form
can shape a world.

Many readers of a draft of this complained about its narrow view of
music - what about Jazz, or 'modern' forms, or songs with real words;
or monophonic chant and raga, gong and block. and all those other
kinds of sounds? And several claimed not to be so intellectual, to
simply hear and feel and not build buildings in their minds. There
simply is no room to talk of all those things; besides, no composition
can please everyone. I will say just two more things.

First thing - for those who argue music doesn't make them do so
much construction: what makes you sure you know your mind so
surely? It is ingenuous to think that you can 'just react' to anything a
culture works a thousand years to grow. A mind that thinks in terms
of direct apprehension has more in its unconscious than it has in its
philosophy.

Second: it makes little sense to vilify a view of music as
insufficiently comprehensive. For what is 'music' anyway - all things
played on all instruments? Fiddlesticks. All structures made of
sound? That has a hollow ring. The things I said of the word 'tune'
hold true for 'music', too: it does not follow that because a word be
public, so must also be the ways it works on minds. Before one seeks
the grail that holds the essence of all music, first see the folly of a
simpler quest: to grasp the essence of one single noise, that 'music'
word itself.
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Chapter I

BRAIN MECHANISM IN MUSIC

Prolegomena for a Theory of the
Meaning of Meaning

Karl H. Pribram

Neuropsychology Laboratories
Stanford University
Stanford, California, USA

INTRODUCTORY REVIEW

Research into the relationship between musical abilities and the brain
has benefited from a series of recent technical innovations. These have
made possible two basic approaches: One involves the use of dichotic
listening techniques and infers hemispheric specialization on the basis of
comparing performance between the left and right ears. A second approach
is to construct musical tasks which are similar to those in classical
experimental psychology and where brain-behavioral correlates have been
demonstrated in animal models. Thus by delineating similarities and
differences in processing between musical and non-musical tasks, models or
theories of brain function can be attempted.

Recent research results, bearing almost exclusively on the problem of
hemispheric specialization, have been collected into a volume entitled
"Music and the Brain" edited by MacDonald Critchley and R.A. Henson
(1977). 1 will very briefly summarize the findings reported in this volume.
Though basic to the purpose of this paper which is to understand the manner
in which musical meaning is generated, many of these studies appear as
isolated reports whose only reason for being seems to be that they do relate
brain function to one or another aspect of musical experience and expression.

I.  Musical rhythm is apparently a deep-seated function since unilateral
injection of intracarotid barbiturates (the Wada test) fails to interfere with
rhythm even though injection of the right carotid (producing a reversible
right hemispherectomy) produces severe melodic distortion and injection of
the left carotid produces difficulties in singing words that might accompany
these melodies (Bogen and Gordon, 1971). When the temporal sequences
become more complex, however, the number of correct identifications made
by the right ear (and therefore the left hemisphere) in a dichotic listening
experiment were significantly greater than those made with the left ear
(Robinson and Solomon, 1974).

21
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2. Musical competence is an important determinant of the pattern of
cerebral organization. There is a relationship between musical
sophistication and pitch discrimination (McGuinness, 1974), and left ear
(right hemisphere) superiority has been demonstrated for pure tone
discrimination in dichotic listening experiments (Haydon and Spellacy,
1973). Timbre, as examined by a musical chord test, is similarly represented
(Gordon, 1970; Kallman and Corballis, 1975). In general, the greater the
musical sophistication of the subject, the more the left hemisphere is
brought into play. Thus, as noted above, melodic line is represented in the
right hemisphere as is the processing of single musical notes presented in a
brief visual display to naive subjects. When, however, these same displays
were shown to sophisticated subjects they processed the notes equally well
in both the right and left visual fields (Oscar-Berman et al., 1974).

3. Musical memory appears to involve interacting hierarchies of
representations of sequences of pitch, melodies, timbre and harmonies, as
well as contextual considerations such as overall phrase interval and scale
thus involving both cerebral hemispheres. A review of what is known, much
of it her own work, is presented by Diana Deutsch 1977) in the Music and
the Brain volume.

4, Musical attention is reviewed in the same chapter. Deutsch
distinguishes attentional 'channels' for spatial location, frequency range and
timbre. In addition, Efron and Yund (1975) have demonstrated a dissociation
in the processing of the frequency and intensity dimensions of sounds by the
auditory system. The experimental studies on musical attention have in
general focused on identifying such separations of processing 'channels'
which must not be confused with separations of processing hemispheres.
The experiments reviewed above (paragraph 2) noted that often such
channels are modified by experience to become more complex and
competent to process musical input. When that input is discriminated into
attended alternatives it becomes appropriate and useful to describe it as
musical information. Pribram and McGuinness (1975) have defined channel
competence as the inverse of its equivocation (the sum of internal
redundancy - the complement of information - plus noise). Channel
organization and therefore musical attention is thus dependent on the
competence to process musical information. Thus competence is, in turn,
dependent on the organization of musical memory.

NEW DEPARTURES

Nowhere in the volume on Music and the Brain is there an attempt at
providing a neurological theory of musical competence or of the meaning
which music generates. Without such a theory, the findings reported
become fragments of little concern to either the brain scientist or the
musician interested in how he came to his current state. Theory, especially
when it essays into a new domain, is perforce sketchy and may be proved
wanting by subsequent test. But the essence of theory is that it is testable
and that modifications of a theory on the basis of fact are possible. With
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these caveats before us, I shall venture a neurological theory of musical
competence and some experimental tests that address this theory.

A brain theory of musical competence and musical meaning must be
compatible with known facts about brain function, with known facts about
psychological processes and with known facts about the physics, i.e. the
tools, of music. These facts are most easily encompassed by taking
seriously the analogy of music to language. In a sense, music is a
language-like form by which humans express themselves and communicate
with each other. Musical competence and meaning are not dependent on the
tongue (lingua) as is verbal language but neither are gestural languages (such
as American Sign Language), nor is the written word.

The study of natural languages is encompassed by the discipline of
semiotics, the study of signs. Semiotics is customarily divided into
semantics, pragmatics, and syntactics (see e.g. Websters 3rd International
Dictionary; Charles Peirce, 1934; Morris, 1946). Semantics deals with the
meaning of signs, i.e. what they refer to, indicate, denote, or connote;
pragmatics with their use, i.e. how signs relate to their user; and syntactics
with the rules of relationships among signs per se.

I have elsewhere identified, on the basis of neuropsychological data,
brain mechanisms responsible for the semantic, pragmatic and syntactic
organization of languages (see e.g. Pribram, 1971, 1976, 1979). The proposal
can be summarized as follows:

I.  Sensory input is initially processed into images (icons) and information.
Iconic images have wholistic "Gestalt" properties; information, as noted
above, is based on the discrimination of differences between
alternatives in the input. There is now a considerable body of evidence
that the right hemisphere of the brain (of right handed persons) is
somewhat more specialized for image processing while the left
hemisphere is more adept at processing information.

2. In man, image and information undergo further processing: Indicants
(deictic pointers, icons) become derived from images; symbols from
information. The process of derivation is a complex one which involves
a stepwise interaction between brain competence and cultural invention
(Pribram, 1976, 1978). For instance, a gestural sign will come to
indicate an image through repetitive consensual validation. The
indicant (an iconic gesture) will then become discriminated from others,
thus providing information about what is indicated. Once this
information processing competence has become sufficiently developed,
the information is encoded in memory and when communicated tells as
much about the use of the information as about what the information
indicates. If, for instance, a routine gesture is under certain
circumstances accompanied by a vocalization, that vocalization may
initially convey urgency. When the vocalization becomes more and
more regularly associated with the gesture because it is found useful
over distances, the vocalization can become an arbitrary token, a
symbol of the information. However, the communicative value of the
symbol depends as much on the history of its usage as on what it refers
to because there is nothing intrinsic in the vocalization which indicates
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that to which it refers. This historical aspect of symbols makes them
especially amenable to two separate types of processing: Semantic
which establishes their original referential meaning, and pragmatic
which deals with the historical and current use to which the user puts
the symbols. Also, because of this arbitrary nature of symbols, and
their historicity, i.e. dependency on their historical development, rules
of usage, syntactical structures of arrangement of symbols become
especially effective.

3. Semantic processing, which relates indicant and symbol to the sensory
input from which they derive, is carried out by systems which involve
the posterior cortical convexity of the brain, especially in the intrinsic
"association" areas that surround the cortex which initially receives the
input (the primary sensory projection areas).

4. Pragmatic processing which relates sign and symbol to their user is
carried out by systems which involve the frontolimbic cortical
formations of the brain. These systems intimately interconnect the
core portions of the brain such as the mesencephalic reticular
formation and hypothalamus with the frontal lobes of the cerebral
cortex.

5. Syntactic processing, the arrangement of indicants and symbols, is
carried out by the motor systems of the brain to which both posterior
and frontal cortical formations project. Since the motor systems carry
out the computations of both the posterior cortical convexity and the
frontolimbic formations, the problems of syntax are on the one hand
similar to those that characterize motor behavior of any kind (see e.g.
Reynolds, 1970 for such communicative behavior as play, assertive and
sexual interactions) and on the other hand these problems are dependent
on the particular computations that determine semantic and pragmatic
processing.

To return to brain and music a theory of musical competence and
musical meaning can be outlined on the basis of this theory of semiotics.
Such a neurological theory of music would specify a distinction between
indicants of musical images and symbols of musical alternatives and
between musical semantics, pragmatics and syntactics. Experimental tests
of the theory would involve showing that processing of musical indicants
such as melody and harmony are predominantly right hemisphere related and
that processing of musical symbols such as hierarchically arranged phrase
structures predominantly invalve the left hemisphere. Further, such tests
would be directed at relating the posterior cortical convexity to the
processing of sensory input into musical indicants and symbols while showing
that the frontal (and limbic) portions of the brain involve the user in musical
experience and expression. A grammar of music should, according to the
theory, be related to the motor systems of the brain.

As reviewed in the introductory section of this essay. there is a
considerable data base which indicates that indeed musical image processing
is predominantly a right hemisphere and musical information processing a
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left hemisphere function. Furthermore, there is some evidence (reviewed in
the Introduction) that brain lesions (or intracarotid barbiturate injections)
which interfere with grammatical constructions of spoken language also
interfere with the ordering of any but the simplest melodic structures in
music.

There is also a body of evidence which relates the motor aspects of
syntactic structure of music to that of verbal languages, notably the
detailed analysis of Leonard Bernstein (1976) and the even more detailed and
sophisticated elaborations of a Chomskian approach bv Lerdah! and
Jackendoff (1977) and Jackendoff and Lerdahl (1979). However, these
scholars fail to emphasize sufficiently that the syntactic structure of music
is more dependent on pragmatic processing while that of natural language is
more dependent on semantic processing, a difference which provides a point
of entry into examining some persistent problems that have plagued linguists
as well as those interested in music for several decades.

REFERENCE AND MEANING

In this last section I wish therefore to explore to somewhat greater
depth the similarities and differences between musical and linguistic
communication by developing further the insights on this topic provided by
Leonard Bernstein (1976). Bernstein brings to this work his prodigious and
deep knowledge of music and considerable analytic skills. He is excited by
Chomsky's "Language and Mind" (1972) and presents the case for considering
music in the same terms as those in which Chomsky considers natural
language. Chomsky, himself, has responded to this attempt by insisting on
the uniqueness of the language system (1980), while others (for example,
Lerdahl and Jackendoff, 1977) have been more overtly critical of some of
the technical details of Bernstein's position. I will here emphasize the
positive aspects of Bernstein's overall approach by showing that in addition
to providing a more universal framework for understanding music, it is at
the same time extremely valuable in illuminating some hitherto difficult
reaches of linguistic analysis. Any such approach must, however, (as
Chomsky rightly emphasizes) also account for the major differences
between natural language and musical systems.

Bernstein begins with phonology. He suggests that the first
communicative uses of sounds were sung. His conjecture is supported by the
fact that the vocalizations of non-human primates consist almost entirely of
changes in pitch and duration - articulations appear to be characteristically
human to such an extent that early attempts at eliciting communicative
competencies in apes foundered on just this point. Such observations would
suggest that at the phonological level music and speech begin in phylogeny
and ontogeny with a common expressive mode.

As noted above. this common expressive phonology apparently was
brought into the service of gestural communication in situations where
vision had become restricted. The course of events allowed a distinction to
arise between a categorical expression and one based on the more
continuous aspects of phonology sensitive to octaval relationships. The
categorical expressions became useful phonemic tokens representing
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gestures which in turn represented occurrences. This hierarchical
representational system gave reference to the phonemic tokens - words had
been developed.

The study of the reference of words is thus a legitimate central concern
of linguistics. A great deal of this concern becomes transferred to the more
encompassing study of the semantics of natural languages. The obvious
direction of inquiry is to ascertain the referential roots of the indicants and
symbols that constitute utterances in the natural languages.

But philosophers* have long held that there is an important distinction
to be made between reference and meaning. Meaning in any non-referential
sense has, however, eluded precise definition.

I have elsewhere (Pribram, 1973a, 1975) attempted such a definition in
terms of the structure of redundancy. Following the lead of information -
theoretic formulations which take up the philosopher's distinction - 1
equated information with reference (correlations between input and output,
between sender and receiver) and meaning with the structure of redundancy
in the sense that Garner (1962) uses this phrase. Whereas information
processing reduces redundancy, meaning enhances it by innumerable
variations on the structure of a theme. In subsequent publications a case
was made for relating competence to information processing and meaning:
As noted earlier, competence was defined as the reciprocal of equivocation
where equivocation is the sum of noise and redundancy in an information
transmission channel (Pribram and McGuinness, 1975; Pribram, 1976).

What this definition of meaning means for utterances is that meanings
are conveyed by patterns of repetitions of referents, repetitions of the
information to which the elements of the utterances (phonemes. words)
refer. The information conveyed by a literary masterpiece may be
encapsulated in an abstract or digest - what makes the original exercise a
masterpiece is the meaning generated by slight variations on the
informative theme, a theme that is perhaps endlessly repeated as in the
repetitions of behavior that characterize the tragic hero in Greek drama.
The very variations themselves assume some basic repetitive pattern so that
variation can be assessed.

Recently, Zajonc (1968) has performed a series of experiments which
resulted in data of central concern to this issue of the effect of repetition.
Zajonc showed that subjects would express a liking or dislike for a verbal or
geometric pattern simply on the basis of how often that pattern had been
repetitiously experienced and that this liking or dislike appeared to be
relatively independent of what the pattern referred to in cognitive
consiousness. Furthermore, reaction times in expressing the feelings were
shorter than those expressing recognition.

*  For example, Rudolf Carnap in Meaning and Necessity (947, p.126): "In
traditional logic we often find two correlated concepts: on the one
hand, what was called the "extension" or "detonation" (in the sense of
J.S. Mill) of a term or a concept; on the other hand what was called its
"intention", "comprehension", "meaning" or "connotation".
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In another series of experiments performed in my laboratory (Pribram,
Lim. Poppen and Bagshaw. 1966; Pribram and Tubbs, 1967;: Pribram, Plotkin,
Anderson and Leong, 1977) it was shown that the amygdala of the limbic
systems and the related frontal cortex are critically involved in processing
redundancy. In still other experiments also carried out in my laboratory
(Schwartzbaum and Pribram, 1960; Schwartzbaum, Wilson and Morrissette.
1961; Kimble, Bagshaw and Pribram, 1965; Bagshaw, Kimble and Primbram,
1965 Bagshaw and Benzies, 1968; Luria, Pribram and Homskaya, 1964) these
frontolimbic formations were shown to be involved in habituation to
novelty. The major finding in these experiments was that while repetition
produces behavioral habituation in normal human and non human primates,
subjects with frontolimbic lesions failed to habituate. Further, this loss of
behavioral habituation is accompanied by loss of visceroautonomic responses
to dishabituation (orienting) when the repititious stimulus is varied, i.e.
made novel. These results were interpreted to suggest that behavioral
habituation was dependent on the visceroautonomic components of the
orienting reaction. Loss of habituation and visceroautonomic reactions did
not, however, preclude repetition from producing discrimination learning
(Douglas and Pribram, 1966). On the other hand, lesions of the posterior
cortical convexity result in severe disturbances of discrimination learning
and performance (see reviews by Pribram, 1954, 1960, 1971, 1974).

Thus the neurobehavioral and psychophysiological data obtained in these
experiments are in consonance with the distinction resulting from the
Zajonc experiments that repetition is processed by two separate mechan-
isms. What is added by the Zajonc results is that liking (and disliking) are
produced by habituation. Clinically, lesions in the region of the amygdala
produce a syndrome of "deja or jamais vu", an inappropriate feeling of
familiarity or unfamiliarity. The neurobehavioral and psychophysiological
data had always been interpreted in the context of these clinical
observations in terms of a novelty-familiarity dimension. The new evidence
suggests that this reading of the clinical data was in error. It is the feeling
of familiarity (or unfamiliarity) that should have been emphasized. The fact
that the feeling was inappropriate to the circumstance (as indicated by a
recognition measure) clearly supports the newer conceptualization.

To summarize these findings: Repetition results in habituation and
recognition. Variations on a repetitive pattern (novelties) evoke dishabit-
uation (orienting) which is felt and the feeling is generated independently of
recognition of the variation. The thesis to be pursued here is that while the
aesthetics of music is a function of the recognition of variations, musical
meaning results from the generation of feelings produced by these same
variations on patterns of repetition. Clynes (1977; this volume) has a
considerable body of research on this issue: He has demonstrated which
patterns (essentic forms) evoke which feelings in a variety of different
peoples and cultures.

MUSICAL MEANING

Bernstein struggles with these very same ideas in his analysis of musical
meaning (pp 119-122): "Ah Meaning. There's the rub." In the next paragraph
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he begins an analysis of ambiguities of meaning which he claims to be
neither exclusively phonological nor syntactic but both. He uses Chomsky's
ambiguous sentence, "The whole town was populated by old men and
women". The ambiguity stems, of course, from the fact that "old" could
modify only "men" or both "men and women". Bernstein points out that the
ambiguity in meaning has been produced by a deletion which produces a
figure of speech known as "zeugma", meaning in this case two nouns yoked
to one adjective.

He goes on to draw the musical analogy: "Try to think of all that
melodic material on top as a series of nouns. Now think of the harmonic
support underneath as verbal adjective. Put it all together, and what have
we got? A zeugma; with the same unchanging adjective modifying all those
different nouns."

Bernstein goes on to suggest that by reapplying the transformation rule
of deletion to the sentence "The whole town was populated by old men and
women", this already ambiguous sentence can be turned into an even more
ambiguous sentence: "The whole town was old men and women", which could
be a line of poetry. a poetic statement. He defines poetry in terms of its
potential to evoke multiple meanings (see also Jakobson and Halle, 1956).

What is lacking in Bernstein's analysis is the recognition of a branch of
linguistics (and cognitive science as a whole) which Charles Peirce called
Pragmatics (1934). Bernstein does emphasize the historicity involved in
making the deletions which result in ambiguity and therefore allow what
Peirce calls abductive, metaphorical meanings to emerge. But the
centrality of use, the pragmatics of the constructions, have not been as
clearly recognized as they might have been - either by Bernstein or
Chomsky or for that matter any other linguist. Philosophers, on the other
hand, have joined the issue in terms of the distinction between intension and
extension (Searle, 1979).

What Bernstein does provide is a framework for understanding the
structure of pragmatics of use. He clearly distinguishes this form of
meaning from reference although reference must underly it. He notes, for
instance, that in musical metaphor the computations that are needed to
unravel linguistic reference (which he calls semantic weights: my dog, your
dog, all dogs etc.) are totally absent (pp 126-127).

Nor are references to the feelings of the composer or performer to be
mistaken for musical meaning: "Music has intrinsic meanings of its own
which are not to be confused with specific feelings or moods and certainly
not with pictorial expressions or stories" (p 131).

No, meanings are derived from the intrinsic organization of the music,
its structure. This structure intends and evokes feelings rather than
referencing them. As noted above, this evocation derives from repetition
and variations on these repetitions. As also noted, the most pervasive
generative transformations (in the Chomskian sense) that evoke such
feelings are deletions: "we delete all those logical but unnecessary steps that
are built into the deep structure of any comparison and wind up with our
conclusive simile" (p 124). Note that the logic of the structure (its deep or
underlying structure) has a repetitive familiar core before deletion can be
used effectively: "In other words variation cannot exist without the
previously assumed idea of repetition. This assumption explains the deletion
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we heard at the beginning of the symphony" (p 161).

Repetition, redundancy, is therefore the key to the problem of meaning
in music. "How many times have I repeated the word "repeat" in this short
development?" (p 161). But as Bernstein and others (Garner, 1962; Pribram,
1976) have emphasized, redundancy can be structured and variations can be
made on that structure. In terms of the experimental data reviewed above
and by Clynes (this volume), such structured variation generates feelings and
it is these feelings which give meaning to music.

In fact, as noted earlier, there is ample evidence that semantic
reference and pragmatic meaning are processed separately, that the back
and front parts of the brain work differently and that in this difference lies
the distinction between semantic reference and pragmatic generative
meaning as it has been pursued here (Pribram, 1954, 1958a, b, 1960, 1971,
1973, 1976, 1979). The frontolimbic portions of the forebrain have been
shown by experiment to be involved in the generation and control of feelings
produced by repetition (see above paragraph and review by Pribram and
McGuinness, 1975). Furthermore, the processing of variations on repetition,
especially temporal variations, has been demonstrated to be a function of
the frontolimbic formations of the forebrain (Milner, 1954; Pribram and
Tubbs, 1967; Pribram, Lim, Poppen and Bagshaw, 1966).

By contrast, the posterior cortical convexity is involved in image and
information processing - the processing (recognition) of the invariances that
can be extracted from sensory input to the brain (reviewed by Pribram,
1954, 1958a, b, 1960). These posterior cortical systems operate to reduce
redundancy(by correlation, not deletion) , acting much as an editor searching
for novelty (Barlow, 1961). Redundancy reduction, the processing of infor-
mation, constitutes the aesthetics of music (Pribram, 1969a, 1979b) but does
not provide "meaning" in the sense that this concept has been pursued here.

In short. neurobehavioral evidence clearly supports the distinction
between referential information and meaning generated, as in Bernstein's
analysis, by varijations on repetitions - the structure of redundancy. What
remains to be accomplished is some agreement as to what to call the
distinction. Cognitive psychologists use the term semantic store or lexicon
to deal with the organization of indicants (derived from images) and symbols
(derived from information, i.e., categorical alternatives). They apply the
term "episodic" or episode specific to constructions that cluster about some
specific incident or context. 1 have followed the usage of computer
scientists and termed image and information processing (of indicants and
symbols) "context-free" and episodic processing "context dependent" or
"context sensitive" (Pribram, 1971, 1977). These terms were meant to
convey the fact that processing by the posterior cortical convexity proceeds
hierarchically while processing by the frontolimbic mechanisms has a more
web-like "associative" organization. The emphasis by Bernstein on deletion
which is also found in Chomsky's work (1980) makes me wonder whether a
web-like structure (Quillian, 1967) is secondarily derived from a more
hierarchical logical structure by deletion or whether associative structures
form independently of logical ones.
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MUSIC AND LANGUAGE

The answer to this question may come from an examination of the types
of grammar that have been found useful in analyzing linguistic
performances. The simplest of these are the stochastic and state dependent
grammars in which any particular utterance falls out, as it were, of the
probabilities set up by previous utterances. Flesch counts of the incidence
of usage of words in the English language are based on such a model and
have been found wanting in explaining not only natural speech (Miller,
Galanter, and Pribram, 1960) but also language disabilities due to brain
damage (Howes, 1957a, b, 1964). A more effective though still limited
model has been phrase structure grammar in which the hierarchic
relationships between groupings of utterances are mapped. One of
Chomsky's major contributions has been to demonstrate the limitations of
the phrase structure grammar and to suggest:

(1) that transformations occur in language;

(2) that these transformations are rule governed by rules which transcend
the hierarchical organizations of phrase structures; and

(3) that these rules evoke meaning.

What has occupied Chomskian linguistics for the past twenty years is
the attempt to specify clearly what such rules might look like.

Meanwhile, computer scientists have been developing organizations of
programs that can make them function more usefully. These organizations
have departed from simpler hierarchical organizations of list structures
which characterized earlier attempts in enhancing artificial intelligence.
The new developments go under such names as procedures (Winograd, 1977),
scripts (Schank and Abelson, 1977). They are eminently pragmatic in that
they group together in a cluster those routines (parts of programs) that are
repeatedly used, mark the cluster and call up that marked cluster whenever
it is needed. The advantage of such procedures is that computation can
simultaneously proceed in several clusters and the results of the
computation flexible addressed in response to some overarching "executive"
program.

1 have elsewhere (Pribram, 1973b) drawn the comparison between the
functions of the frontal cortex of primates and such flexible noticing orders
and executive programs. The neurobehavioral evidence thus suggests that a
procedural pragmatics is the basis for transformational rules. Bernstein has
identified in his pursuit of a linguistic analysis of music one very powerful
set of procedures for us:

(a  repetition

(b)  variation in repetitions that generate novelty (note that invention
and inventory share the same root), and

(c) deletions of repetitions which generate potential meanings
through ambiguity.
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My neurobehavioral results obtained on non human primates suggest that
this set of procedures is generally applicable to the problem of specifying
the nature of transformations and of a generative grammar. It is for this
reason that I found Bernstein's contribution exciting and valuable.

The analysis, should it prove viable, has an interesting consequence for
understanding music and natural language, especially as used in poetry.
These consequences are that the evocative aspects of cognitive comp-
etencies are not so much due to transformational rules as they are to trans-
formational procedures. The search for hierarchically organized rule-
structures leads in every instance to a phrase-structure grammar.
Transformations on these phrase structures are episode specific, involve a
large amount of historicity, occur within the context of phrase structures
and are extremely context sensitive. Whether one wishes to call such
relatively arbitrary (i.e., context dependent) procedures 'rule' governed
remains an open question. The resemblance is more to a case than to a
phrase structure as has been emphasized by Fillmore (1968). The important
point is that the structure of transformational procedures is distinct from a
hierarchically organized phrase structure grammar and that different brain
systems are involved in organizing the hierarchical and transformational
structures.

I believe that comparing music with natural language has been most
rewarding: Despite the severely limited information processing and
resulting referential semantics, music is rich in meaning. This meaning is
derived from pragmatic procedures which also enrich natural languages
especially in their poetic usages. Pragmatic procedures are based on
repetition, on variations of repetitions and on deletions of expected
repetitions. It is processes such as these which have been shown to be
functions of the frontolimbic formations of the forebrain which can
therefore be considered to construct the long sought-after principles of
transformations which are the cornerstone of Chomskian generative
grammar. Transformations are shown, however, to be procedural in that
they are episode and context specific rather than hierarchically organized:
case structural rather than phrase structural. Pragmatic variations on
repetitions, deletions of expected phrases, associative clusterings involving
a large amount of historicity can be sharply distinguished from hier-
archically organized rule structures. This analysis based on the study of
music has thus proved a fascinating and unsuspectedly fruitful foray into
cognitive science.

SUMMARY

This chapter reviews experiments that relate brain function to musical
ability. The results of these experiments are then related to others on
natural language in order to construct a theory of how the brain functions
when music is created and appreciated. On the level of music the theory
involves the work of Chomsky, Bernstein and that of Lerdahl and
Jackendoff. On the level of brain function evidence is reviewed to show
that different neural systems are involved in syntactic, semantic and
pragmatic processing.
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The suggestion is made that music and natural language share syntactic
structuring. However, music and natural language differ in that natural
language is primarily referential (i.e. semantic) while music is primarily
evocative (i.e. pragmatic). These suggestions are applied to a theory of
meaning which distinguishes reference and evocation not only on logical but
also on neurological grounds.
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Chapter Il

PHYSICAL AND NEUROPSYCHOLOGICAL
FOUNDATIONS OF MUSIC

The Basic Questions

Juan G. Roederer

Geophysical Institute
University of Alaska
Fairbanks, Alaska, USA

INTRODUCTION

The study of the perception of music is a paramount example of
interdisciplinary research. in which musicians, physicists, neurobiologists,
engineers and psychologists must communicate and work together. The
potential spin-off is impressive, though perhaps not yet fully recognized.
Musicians can incorporate insights gleaned from the study of music
perception into new frontiers of composition and electronic and digital tone
generation. They can use new knowledge in brain function, particularly in
the area of linguistic processing, to attempt a better understanding of the
evolution of musical cultures from primitive rhythmic and melodic patterns
to elaborate holistic expressions. And they can combine latest research
results in both sensory perception and skilled motor control to formulate
better strategies in music pedagogy. Finally, the study of music perception
can help dispel many of the fallacies that abound in the musical world,
related to piano touch, the role of perfect pitch, the question of tone 'colors'
the question of 'playability' vs. 'likeability' of musical instruments, and so
on. Engineers can profit from a better knowledge of the workings of the
human auditory system to develop better electroacoustical equipment and
better concert halls. Instrument builders can improve or simplify their work
by focusing on what the study of music perception can yield in terms of
understanding why a great instrument sounds great. Neuropsychologists can
use the relatively simple sound patterns of music to study basic
information-processing mechanisms relevant to speech. Psychologists can
benefit from a gquantitative understanding of music perception in their
studies of aesthetic motivation appreciation. and emotional response, and
the application of the results to music therapy.

The study of music perception comprises three broad problem areas
pertaining to the fields of psychoacoustics. neuropsychology, and psychology
respectively, (Roederer, 1979a): (1) perception of musical tones; (2) inter-
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pretation of acoustical information relevant to music; and (3) emotional
response to musical messages. At a first glance, each problem area can be
linked to a particular processing stage in the auditory system: tone
perception to the peripheral sensory system, afferent channels and primary
auditory areas in the cerebral cortex; musical message perception to the
association areas, the frontal lobes and to the differences in information-
processing strategy between the two cortical hemispheres; and emotional
response to the interaction between cortical functions and the limbic system
of the brain.

In recent years, however, a considerable mutual integration of these
three problem areas has taken place (Roederer, 1979b). This is partly due to
the scientific results per se. which show that even an elementary percept
such as the subjective pitch of a single musical tone is the result of a
complex context-dependent pattern recognition process involving higher
operations in the cognitive system. On the other hand, this problem area
integration is also due to recent progress in the understanding of general
human brain functions, and the recognition that in the conscious state even
the simplest perceptual events are bound to trigger operations that involve
the brain as a whole.

There are three central questions, as fundamental yet mutually
interrelated as the above problem areas to which they relate (Roederer,
1979a). Let me consider the third area first. The following seems to me to
be the ultimate question of music: "Why do we respond emotionally to
music, when the messages therein seem to be of no obvious survival value?"
In other words, why are humans motivated to create or register musical
messages when such messages seem to convey no such biologically relevant
information as do speech, other animal utterancs and environmental
sounds? A second central question is: "What in music can be explained in
terms of physiological neuropsychological properties, and what has emerged
haphazardly through the development of individual cultures?". In other
words, can the 'universals' in music be explained on neurophysiological
grounds? And finally the interrelated trio of psychoacoustical questions:
'Why do we perceive a complex tone, made up of a superposition of many
harmonics, as one single whole of one pitch, one timbre, one loudness?";
'Why do we call all notes differing by one or more octaves by the same
name?' and "Why are all meaningful musical messages made up of a
relatively limited repertoire of discrete pitch transitions, with preferred
sequences or superpositions thereof, and clearly defined rhythmic struc-
tures?'

MUSIC AND THE HOLOLOGIC MODE OF BRAIN FUNCTION

In the last 10-15 years great progress has been made in the under-
standing of the brain. Much of it has been achieved in piece-meal fashion
and put together in what still resembles more a framework of scientific
speculation and modelling rather than an iron-cast integrated theory of
brain function. Yet indirect evidence for some crucial modes of brain
operations is impressive, though not free from controversy (for example,
Roederer, 1979¢).
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Most germane to the question of perception and processing of
information is the way in which the animal brain handles the operations of
environmental representation and short-term prediction of environmental
events. A mental or cerebral representation of an environmental object,
scene, or event is physically defined as the specific spatiotemporal
distribution of electrical signals in the neural network of the cerebral cortex
that appears in a causal, one-to-one correspondence with the specific
features sensed during the presentation or occurrence of that environmental
object, scene, or event. According to this definition, 'cognition' is nothing
else but the occurrence of a spatial and temporal display of neural activity
in the brain that is in one-to-one correspondence with the object, event, or
concept being recognized. For instance, the spatiotemporal distributions of
neural activity displayed on intervening cortical centers by the perception
(or the recall) of the following things - a big red apple, a pile of small green
apples, an apple pie, and orchard of apple trees - though widely different,
would all bear some subset of neural activity distribution in common,
namely the one that appears in correspondence with, and defines the
cognition of ‘'apple'. Even in 'simplest' neural representation engages
millions of cortical neurons at the same time, and there is no spatial
continuity in the corresponding neural activity distribution.

The act of remembering, or memory recall, of an environmental scene
or a sensory event consists of the re-elicitation or 'replay' aspects of that
particular spatiotemporal distribution of neural signals which was specific to
the original sensory event. In this process it is irrelevant whether the replay
was triggered by direct sensory input, by associative recall (see below), by
hallucinatory process during a dream, or by electrophysiological stimulation
of the brain during neurosurgery. Long-term memory storge is believed to
consist of appropriate modifications in the neural tissue, such as changes in
electric connectivity (synapses) among cortical neurons.

Since higher organisms had to rely more and more on the information
acquired during their own lifetime and stored in the brain, the need for an
adequately protected and quickly accessible information storage arose from
the very beginning. This led to a distributed memory and the mode of
holologic representation (Pribram, 1971) rather than 'photographic' coding
and imaging of environmental scenes. A ‘'photographic' representation
would be one in which there is a 'point-to-point' correspondence between
features of the stimulus (object) and features of the neural activity
distribution (image). A holographic, or in this case ‘holologic', repre-
sentation is one in which information on each feature (point) of the object
stimulus is mapped onto the whole domain of the image (as in an optical
hologram, where information on one point is spread over the whole domain
of the photographic film).

For instance, in the peripheral stages of the auditory tract there is a
tonotopical organization' of neural signals, in spatial (and temporal) corres-
pondence with the regions of excitation on the basilar membrane of the
cochlea (for example. the distinct resonance regions elicited by the first 7-8
harmonics of a musical tone). But, as we move up toward the cortical area,
this 'photographic' point-to-point representation is gradually lost (it only
remains preserved in the unconscious animal), and the neural repre-
sentation becomes holologic, with the activity from one point of the basilar
membrane mapped onto a large and diffuse ensemble of neurons.
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A formidable bonus of the holological mode of storage is the process of
associative recall (for example, Kohonen, 1977). Indeed the replay of a
specific neural activity can be triggered by causes or cues other than the
full sensorial reenactment of the original event - a partial reenactment of
the neural activity that occurred during the storage act suffices to release
the full specific activity display. For instance, all common information
storage systems. such as books. magnetic tapes, phonographic records, films,
and the like represent what we called a 'photographic' mode of memory
storage, and to retrieve a specific piece of information we must know its
address, or else scan through the entire storage register. But with a
holologic memory system of recorded music say (which does not yet exist in
practice) you would be able to play in the famous four notes ta-ta-ta-taah
and retrieve the whole Fifth Symphony of Beethoven!

Holologic information bprocessing and storage are fundamental
ingredients for pattern recognition. This is how they relate to music
perception: Let us focus on one example: the perception of subjective pitch
of complex harmonic tones. For years a battle has been raging between
adherents of the so called 'place theory of pitch' (pitch signal encoded in the
spatial position of the auditory ne-ve fibers activiated by a tone stimulus)
and adherents of the 'periodicity pitch theory' (pitch signal encoded in the
temporal sequence of neural spikes in fibers activated by a tone). As in so
many biological systems, both theories are probably correct under certain
circumstances - that is, both mechanisms cooperate in pitch determination.
But for complex multi-harmonic tones the pitch mechanism cannot be
described by a simple signal-encoding model. The phenomenon of 'funda-
mental tracking' (pitch perception of a tone with suppressed fundamental),
the proven context-dependence of the pitch of inharmonic tones, and the
ambiguous or multiple pitches of tones with suppresed lower harmonics all
convincingly show that subjective pitch perception requires the operation of
a pattern recognition mechanism, just like higher-order perceptual processes
in the visual system do.

In a nutshell, this theory of subjective pitch, spearheaded by Terhardt
(1972), is as follows. Natural sounds of human and animal acoustic comm-
unications contain an important proportion of harmonic tones (vowels, bird
song, animal cries). Such tones share a common property - they are made up
of a superposition of harmonics, of frequencies that are integer multiples of
a fundamental. These tones elicit a complicated resonance pattern on the
basilar membrane, with multiple amplitude peaks, one for each harmonic. In
spite of its complexity, this pattern preserves the particular distance
relationship between neighbouring resonance maxima, even when the funda-
mental frequency of the tone changes (for higher order harmonics beyond
the seventh or eighth, this relationship loses its physical definition because
of mutual resonance overlaps). We either learn at an early age, or we have
a built-in mechanism, to recognize this invariant characteristic as belonging
to 'one and the same thing'. The result is a unique pitch sensation - in spite
of the many concurrent harmonics and the ensuing complexity of the
primary excitation pattern. The unique pitch sensation corresponds to that
of the fundamental, which in 'natural' sounds is usually the most prominent
one (with respect to intensity).

If instead of a 'natural' complex sound we are exposed to one in which
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some normally expected elements are suppressed (a missing fundamental,
for example), the partially truncated excitation pattern on the basilar
membrane fed into the pitch recognition mechanism can still be matched,
within certain limitations, and a pitch is perceived. It is here that the
holologic function of the brain comes in. As stated above, one of the
fundamental properties of a holologic system is that only a partial
reenactment of neural activity (for example, a complex tone with a missing
fundamental) suffices to release the full specific activity display (the
subjective pitch sensation corresponding to the missing fundamental!). If,
however the truncated pattern is lacking too many lower harmonics or is too
distorted (for example. inharmonicities of the overtones) and equivocal
match is made, and ambiguous or multiple pitch sensations result.

A most interesting by-product of this pattern-recognition theory of
pitch is that it leads most naturally to a neuropsychological foundation of
harmony (Terhardt, 1974). In this theory it is postulated that tonal music is
based essentially upon the pattern recognition mechanism that operates in
the auditory system responsible for the extraction of a single pitch sensation
from the complicated neural activity distribution elicited by a musical
tone. As stated above, this mechanism acquires knowledge of the specific
relations that exist between the resonance maxima evoked on the basilar
membrane by the lower six to eight harmonics of such a tone. The
corresponding primary intervals (octave, fifth, fourth, major third, minor
third) thus become 'familiar' to the auditory system, and convey tonal
meanings to all external stimuli whose (fundamental) frequencies bear such
relationships. Note that in this view the ‘'familiarity' is physical-
physiological, imprinted in the neural circuitry of the auditory system. Even
the unique role played by the octave emerges quite naturally as a result of
the holologic mode of brain function. The octave is the only interval
(besides unison) whose component tones, when sounded together or in
succession, do not introduce new resonance regions in activation pattern of
the basilar membrane, since the harmonics of the upper tone coincide with
the even harmonics of the lower tone. Therefore, a certain signal of
similarity of identity is evoked - that pertaining to all notes differing by one
or more octaves!

The study of the holologic function of the brain can be expanded to
include other fundamental 'intellectual' aspects of music perception such as
musical memory, timbre recognition. and musical imaging in composition
(for example, Roederer, 1979b).

MUSIC, LANGUAGE, MOTIVATION AND EMOTION

Pitch probably is perceived by higher animals in nearly the same way as
by humans. But animals are not spontaneously motivated to listen to
abstract pitch successions and superpositions, nor do they respond emotion-
ally to such events. These exclusively human responses - bird song is song to
humans but not to the birds, for which is may be merely a means of
behaviourally induced or genetically preprogrammed information trans-
mission!

The human brain does not appear to contain many new or drastically
different processing centers when compared with the brains of any of our
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primate ancestors. The only significant quantitative differences lie in the
total number of neurons in cortical association areas, particularly the
frontal lobes, the proportion of interneurons therein, and the total number
of intracortical fibers. all being highest in the human brain. If the
neurophysiological differences are of degree only. what makes a human
brain human? An animal can recall an environmental representation and
display it as an image for use during the course of a behavioral act. It can
recall this representation with a varying degree of detail, according to
momentary needs. But there is little evidence that an animal can alter a
representation without the external input of new information.

Perhaps the most fundamentally distinct operation that the human and
only the human brain can perform is to recall images or representations,
change them, and store modified or amended versions thereof without any
concurrent external input. We call these acts of internal image recall,
analysis, correction or alteration without new external inputs 'the human
thinking process'. This process involves the generation of new information.

Most likely in parallel with, or as the point of departure for the
evolution of a thinking capability in hominids, correlations between complex
mental images and simple symbols such as gestures and vocal utterances
were established systematically and human language emerged. With the
emergence of language, besides fantastically widening the communciation
capability with other humans, the thinking process (always as defined above)
could be expedited and organized substantially through the mental use of
symbolic and hierarchical representations of complex objects, scenes, and
situations, thus avoiding the need for slow, full-fledged multisensorial
mental imaging during this process. Words and word sequences thus became
conditioned stimuli for the associative recall of representations of objects,
concepts. and environmental events. Most importantly, the hominid brain
started to utilize in a decisive way the neural network responsible for
linguistic encoding during the acts of internal information processing and
generation (thinking).

Now we can try to speculate on how music could have emerged in
relation to the human language capability. With language, cortical areas
emerged specializing in linguistic information processing. Language per se
is. of course, a learned ability: it is not inborn. What is inborn are the neural
networks capable of handling this task and the motivational drive to acquire
language. (Like a cat is genetically programmed, or instinctively motivated
to train in skilled movements for the purpose of hunting). Now, sound
patterns in human speech are extremely complex. Could it be that inborn in
humans is a genetic motivation to train the language-handling network in
the processing of simple, organized, but otherwise biologically irrelevant
sound patterns--as they indeed occur in music? And could this be seen as
comparable to a cat instinctively training itself by chasing biologically
irrelevant objects? A crying baby being pacified by the song of the mother
may be following dictates of its limbic system to pay attention to simple
sounds as a prelude to training in speech perception. You or I, overwhelmed
by the sounds of Bach's "Kyrie" of the Mass in B Minor may be following an
ancestral command to keep up training in acoustical information processing
of increasing complexity. In short, I suggest that the human brain is
instinctively geared toward exercising or entertaining itself with sound-



PHYSICAL AND NEUROPSYCHOLOGICAL FOUNDATIONS OF MUSIC 43

processing operations even if they are of no immediate need or of no current
survival value (but crucial to overall human performance).

The preceding argument deals with the motivation of humans to pay
attention to musical sound forms. What about the emotion elicited by
musical sound forms? One of the most profound consequences of the evolu-
tion of human brain functions has been the emergence of systematic
postponement of behavioral goals and rearrangement of behaviorgl
priorities: the body started serving the brain instead of the other way
around. This led to conflicts between cortical functions and those of the
limbic system. This latter is a phylogenetically old part of the brain, which
comprises several structures (hippocampus, amygdala, several thalamic
nuclei, and others). In conjunction with the hypothalamus (the part of the
brain that integrates the functions of the autonomic nervous system and
regulates the endocrine system), the limbic system polices sensorial input,
selectively directs memory storage according to the relevance of the
information, and mobilizes motor output with the specific function of
ensuring a response that is most beneficial for the self-preservation of the
organism in a complex environment.

As opposed to the cortical networks controlling intelligent behavior, the
limbic system has no learning capability: its neural circuitry is 'prewired' at
birth, with functions programmed during the slow course of phylogenetic
evolution. (In higher vertebrates, though, the limbic system is able to
'consult' information stored in the cortex, and acquired during the organism's
lifetime, before it issues behavioral directives). Motivation and emotion are
integral manifestations of limbic function, manifestations of the limbic
system's guiding principle of assuring that all cortical processes are carried
out so as to be of maximum benefit to the organism.

In animals the limbic system is mostly activated by environmental and
somatic input. In humans it can also respond to internally evoked images
displayed on the cortex during the process of thinking. In other words,
motivation and emotion in man can be triggered with no relationship to the
instantaneous state of the environment and the actual response of the
organism to it. It is along this line that we must seek a lead toward
understanding the emotional response to music (and to art in general). (See
also Clynes, 1973; Clynes and Nettheim, this volume.)

All this, of course, is over-simplified 'first-approximation' reasoning.
For instance, it does not explain why I respond with goose-pimples to Bach's
"Kyrie" every time I listen to it! It does not explain why I definitely prefer
the repetitive phrases of Vivaldi to the repetitive phrases of rock music! No
doubt training and early exposure to a certain musical culture play a crucial
role in shaping an individual's emotional response to music. No doubt the
association of music with the nature's sound environment plays a role. No
doubt associative recall of the emotional state experienced during the first
listening of a given piece or passage plays a role. No doubt that there is a
survival value attached to musical forms as a powerful means to congregate
and behaviorally uniformize or even control masses of people. But the basis
of it all seems to remain: the elicitation of limbic function by the abstract
sounds of music somehow in relation to the human brain's capability of
language information processing.
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MUSIC AND HEMISPHERIC SPECIALIZATION

In the evolution of the human brain, it seems that the immense
requirements of information-processing that came with the development of
verbal communication resulted in the emergence of hemispheric
specialization. In this division of tasks, the analytic and sequential
functions of language became the target of the 'dominant' hemisphere (on
the left side in about 97% of the subjects). The minor hemisphere emerged
as being more adapted for the perception of synthetic, holistic relations.
That the speech centers are located in one hemisphere has been known for
over 100 years, mainly as the result of autopsy studies conducted on
decreased patients with speech and language defects acquired after cerebral
hemorrhage (strokes) in one given hemisphere. On the other hand, tests on
patients with lesions of the minor (right-side) hemisphere have revealed that
visual and auditory pattern recognition is impaired. Generally, all nonverbal
auditory tasks are impaired in these patients. This supports the indication
that the central mechanisms relevant to the perception of music are located
fundamentally in the minor hemisphere (the temporal lobe thereof). This
has been confirmed through experiments involving normal, healthy subjects,
with the technique of dichotic listening tests, and, very recently and most
convincingly, through the technique of brain activity localization with
positron-emission tomography. We should point out that hemisphere
specialization is not absolute. It has been shown (for instance, with
spilt-brain patients) that in adult persons the minor hemisphere seems to
cooperate in normal speech, handling the 'musical' contents of speech
(vowels, tone of voice. inflections). (For a review, see Roederer, 1979b)

The specialization of the cerebral hemispheres is really of a much more
basic nature. involving two quite different operational modes. One mode
involves sequential analysis of single-channel information such as required in
language processing. The other involves spatial integration or synthesis of
the state of activity in many different channels to accomplish the
determination of holistic qualities of input stimuli., However, both modes
must coexist and cooperate in order to process information about the
environment, and program the organism's response to it.

Holistic pattern recognition is a most fundamental requirement for
animal survival in an environment in which many correlated events occur at
the same time in different spatial locations. In contrast, sequential analysis
secame the fundamental mode for processing language and for controlling
speech and thought processes - wherein the 'events' follow one another
serially in time. Indeed, communicating and thinking are brain operations
based on short-term time sequencing. Animal communication capabilities:
even those of dolphins or sign-language trained primates, appear to be
infinitesimal compared to human linguistic capabilities; animals do not think
like humans do - and animals do not show any hemisphere specialization.

If music is preferentially handled by the minor hemisphere, does this
mean that music mainly involves synthetic operations of holistic quality
recognition? This indeed seems to be in agreement with the recent theories
of pitch perception the holistic quantity in a musical stimulus is the
momentaneous distribution of neural activity corresponding to the
vibration-resonance maxima on the basilar membrane (see above). However,
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an apparent paradox emerges when we consider melodies and the time
dependence of musical messages. Wouldn't they require sequencing; i.e.
dominant hemisphere operations? It seems to me this is not necessarily so.
Speech (and thinking) involves short-term sequencing that mainly engages
the short term memory in all auxiliary subroutine operations. Melodies and
musical messages on the other hand mostly would seem to exceed the
storage time and the capacity of the short term memory and associated
information transmission channels. This leads me to the generally accepted
idea that prima facie our brain recognizes the typical musical messages as
being of holistic nature, long term patterns in time, rather than short term
sequences. The phenomenon of melodic fission is a most convincing exampie
of this. Expressed in other words, music seems to be recognized by our
brain as the representation of integral, holistic auditory images (the
harmonic structure), whose (long term) succession in time bears in itself a
holistic Gestalt value (the melodic contours). (For hemispheric function in
music, see also Borchgrevink, Pribram, this volume.)

All this is quite germane to the understanding of the evolution of
Western music. In a broad sense, we may depict this evolution as a gradual
transition between two extreme configurations. At one extreme we find
highly structured, clearly defined, emphatically repeated, spatial (harmonic)
and temporal (melodic) sound patterns. each one of which bears a value as
an unanalyzed whole (for example, a given chord, and a given voice or chord
progression respectively). At the other extreme (to which we are now
heading), we identify tonal forms whose fundamental value is recognized in
the momentary state of the short-term temporal sound signatures, such as
rapidly varying noise components, sweeping pitches, speech-like sounds,
etc. In the light of what we have said about hemispheric specialization, we
may speculate that these two extreme configurations are intimately related
to the two distinct processing strategies of the human brain, namely holistic
analysis in the minor hemisphere and sequential processing in the language
hemisphere. The evolution of western music thus would point to a gradual
shift of the 'focal point' of musical processing from the minor hemisphere in,
say, baroque of classical music, to the dominant hemisphere in today's avant
garde music. Only the future will tell whether the current trends in music
merely represent a more or less random effort to break away from
traditional forms (which had emerged in part quite naturally as the result of
physical properties of the human auditory system). or whether these trends
can be channeled into a premeditated exploration and exploitation of vast,
still untested processing capabilities of the central nervous system.

SUMMARY

The relationship between some universal features of music perception
and relevant basic functions of the human brain is reviewed. Several
fundamental questions are formulated, and answers are attempted based on
current knowledge and assumptions about the human brain. Particular
attention is given to the brain's holologic mode of information-processing,
storage and associative recall, to the role of the limbic system, and to
hemispheric specialization of certain brain functions. In this context. a
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possible link between the human capability to acquire language and the
motivation to listen to and create musical sounds is discussed.
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Chapter IV

THE LIVING QUALITY OF MUSIC

Neurobiologic Patterns of
Communicating Feeling

Manfred Clynes and Nigel Nettheim

Music Research Center
New South Wales State Conservatorium of Music
Sydney, Australia

This chapter is concerned with the nature of the language of expressive
qualities in music. Its three sections consist of (I) Theoretical intro-
duction; (1) Experimental work in the study of dynamic expressive form;
(1l) Applications to music.

I. THE MEANING AND FUNCTION OF ESSENTIC FORM

The ability of an expressive sound to communicate its quality can be
easily lost by changing its dynamic character. One can study what kind of
distortions will be most effective or least effective in destroying the
essential quality. But little is known about what precisely makes for that
quality in a particular dynamic expression that enables it to communicate
itself with power and clarity. And practically nothing is understood about a
central fact of musical meaning, of communicating power and ot delight:
how it comes about that a single phrase of music when performed by a great
performing artist can move and transform the state of listeners, penetrate
their defences and make them glad to be alive - while the performance of
the same phrase by a lesser artist, only slightly different in form, does not
have this power.
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