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Introduction

In 1957, while studying Hilbert’s famous thirteenth problem, A. N. Kolmogorov [86] obtained the following remarkable result. Set $I = [0, 1]$, $\mathbb{R} = (-\infty, +\infty)$.

KOLMOGOROV’S THEOREM. There exist increasing functions $\varphi_{pq}(x) \in C(I)$, $p = 1, \ldots, n$, $q = 1, \ldots, 2n + 1$, such that an arbitrary given function

$$f(x_1, \ldots, x_n) \in C(I^n)$$

can be represented in the form

$$(0.1) \quad f(x_1, \ldots, x_n) = \sum_{q=1}^{2n+1} g_q \left( \sum_{k=1}^{n} \varphi_{pk}(x_p) \right),$$

where $g_q \in C(\mathbb{R})$ depend on $f$.

Thus, every continuous function of $n$ variables can be represented by superpositions of continuous functions of one variable and the simplest function of two variables, namely, the sum of the variables. Earlier, Arnold [4], [5] showed that $f \in C(I^2)$ can be represented by superpositions of continuous functions of two variables, while Kolmogorov himself [86] proved that $f \in C(I^n)$ is always representable as a superposition of continuous functions of three variables. Arnold’s theorem has given a negative answer to Hilbert’s conjecture. (About Hilbert’s problems, we refer the reader to [72], [143–144], [145], [125], [95], [97–98].)

Later on, Kolmogorov’s theorem was extended and improved by a great many authors. (Of course, continuity is an essential requirement for representability by superpositions to become a deep and important result. When it is removed, the possibility of such representation is almost trivial. Let, say, $f(x_1, x_2, x_3)$ be an arbitrary function on $I^3$, and let $x_1 = \Phi_1(t), x_2 = \Phi_2(t)$ map $I$ on $I^2$. If $t = \Phi(x_1, x_2)$ is any single-valued branch of the inverse map, it is necessarily discontinuous. Consider a function $g(t, \tau) = f(\Phi_1(t), \Phi_2(t), \tau)$ on $I^2$. Then

$$f(x_1, x_2, x_3) = g(\Phi(x_1, x_2), x_3),$$

and we obtain representation of an arbitrary function of three variables by a superposition of functions of two variables, although $\Phi$ is a discontinuous function here.)

Besides problems of finding precise expressions for a given function in terms of a combination of functions of fewer variables, it is natural to consider problems concerning the best approximation of functions of several variables by combinations (of a special type) of functions of fewer variables. Back in 1938, Denisyuk [37]
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considered the following approximation problem: for \( f(x, y) \in L^2(I^2) \) find

\[
\inf_{\varphi \in L^2(I)} \int_{I^2} |f(x, y) - \varphi(x) - \psi(y)|^2 \, dx \, dy.
\]

The space \( L^2 \) being a Hilbert space, we can easily compute the best approximation

\[
(0.2) \quad \varphi_0(x) + \psi_0(y) = \int_0^1 f(x, y) \, dy + \int_0^1 f(x, y) \, dx - \int_{I^2} f(x, y) \, dx \, dy.
\]

A similar problem in the space \( C(I^2) \), first studied by Diliberto and Straus \([38]\), is much more delicate. Independently, the latter problem was studied by Aumann \([9-13]\). In Ofman's paper \([113]\), presenting results of Kolmogorov, Smolyak, Arnold, and Ofman himself, this problem was also studied independently of \([38]\), and \( I^2 \) was replaced by an arbitrary set in the plane. In their paper, Diliberto and Straus initiated study of a natural procedure, a “levelling algorithm”, for the construction of the best approximation \( \varphi^*(x) + \psi^*(y) \) of the function \( f(x, y) \). The same process, “by analogy”, was suggested in \([38]\) for the case where the number of variables is greater than two. However, Aumann \([13]\) showed that already for the case of three variables, this algorithm does not lead to the corresponding best approximation and the calculation of its values. (Unfortunately, this work has not been widely known.)

Golomb's paper \([64]\) can be viewed as the starting point of a systematic study of approximation of functions of several variables by various combinations (including nonlinear ones) of functions of fewer variables in the \( L^2 \)-metric and in \( C \). He has also described a more abstract version of the algorithm of Diliberto and Straus and an extension of that version to the case with a greater number of terms. However, in \([13]\) it was also shown that this abstract version of the Diliberto–Straus algorithm cannot be extended to the case with more than two variables.

Aumann suggested calling such approximation problems “approximate nomography”. As is known, for a functional dependence to be nomographable, i.e., representable by a special system of graphic images (cf., e.g., \([45a]\)), it is necessary that it admit a representation in terms of superpositions of a special kind \( g(\varphi(x) + \psi(y)) \). According to this viewpoint, consideration of precise representations (similar to (0.1)) is “nomography”, while approximation by certain superpositions is “approximate nomography”. In \([37]\) it is also noted that the problem appeared due to the necessity of being able to approximate nomographically. However, one has to keep in mind that Hilbert himself, while stating in his thirteenth problem \([72]\) the question on superpositions, associated it directly with nomography, which had just then appeared in the fundamental treatise of M. d'Ocagne, “Traité de Nomographie”, Paris, 1899.

Also, note that in \([38]\) the authors point out that their problem appeared in the framework of studies carried out by the Rand Corporation (and quite likely was associated with the possibility of the most economical storage of information in the memory (of a quite modest size) of contemporary computers).

The above results on representation and approximation of functions of several variables by combinations of functions of fewer variables can be included (for the \( C \)-metric) into the following scheme. Let compact spaces \( X, \{X_i\} \) and continuous
maps $\Phi_i : X \to X_i$, $i = 1, \ldots, N$, be given; we wish to study properties of the subspace $D \subset C(X)$ that consists of the following sums of superpositions:

$$D = \left\{\sum_{i=1}^{N} g_i \circ \Phi_i(x), \; g_i \in C(X_i), i = 1, \ldots, N\right\}.$$  

We are interested in the following properties of the subspace $D$: conditions when $D$ coincides with $C(X)$, i.e., $D = C(X)$; density of $D$ in $C(X)$, closeness of $D$ in $C(X)$, proximinality of $D$, etc. The question is posed as follows: what requirements must one impose on the configuration $(X, \{X_i\}, \{\Phi_i\})$ in order that $D$ possess one of the above properties? The problem can also be interpreted as the study of properties of the sum of closed subalgebras in the algebra $C(X)$. For the study of equality $D = C(X)$, the most crucial step after Kolmogorov's theorem was an approach based on duality introduced by Sternfeld in [133–136]. It turned out that the conditions ensuring the equality $D = C(X)$ are realized as properties of the system $\Phi_1, \ldots, \Phi_N$ to separate points or regular Borel measures on $Y$ in some quite strong sense. Starting out from this observation, Sternfeld, in a difficult paper [135], showed that the number of terms in the Kolmogorov theorem (0.1) cannot be made smaller than $2n + 1$. (Some preliminary results in those directions can be found in [132], [133].)

Besides the above questions concerning properties of $D$, it is of interest to study the annihilator $D^\perp$ in $C(X)^*$, approximation of an individual function $f \in C(X)$ by functions in $D$: duality, existence and characterization of the best approximation of $f$, its uniqueness (which almost always fails in such problems in the $C$-metric), and algorithms for constructing the best approximation. Similar questions arise for more general subspaces

$$D = \left\{\sum_{i=1}^{N} h^i(x) [g_i \circ \Phi_i(x)], \; g_i \in C(X_i)\right\},$$  

where the $h^i(x)$ are given functions on $X$. Functions like those in (0.4) are called linear superpositions (A. G. Vitushkin). The most important example of linear superpositions is the following. Let $(j)$ be a set of indices selected from $\tilde{N} = \{1, \ldots, N\}$; $(\tilde{j})$ denotes a complementary set of indices to $(j)$ (in $\tilde{N}$). Set $Y(\tilde{j}) = X_{i_1} \times \cdots \times X_{i_{\tilde{j}}}$, where $(j) = (i_1, \ldots, i_j)$, and $Y = X_1 \times \cdots \times X_N$. Let $(j_1), \ldots, (j_m)$ be given index sets such that none of them completely includes another (non-empty intersections are allowed, though). Let $H^j$ be a finite-dimensional subspace in $C(Y(\tilde{j}))$, and

$$D = \sum_{i=1}^{m} H^j \otimes C(Y(\tilde{j})).$$  

In particular, for $H^j$ one can take trigonometric polynomials (of several variables), provided that $Y$ is a finite-dimensional Euclidean space. In that case, functions in $D$ are sometimes referred to as generalized polynomials, or quasi-polynomials.

The list of problems discussed above (with some obvious modifications) is equally worth studying for other function spaces, as well. However, I have chosen to confine myself exclusively to the spaces $C$ and $\ell^\infty$. Only in §3 of the last chapter do I present a result regarding the space $L^2$, one which provides a far-reaching extension of the solution (0.2).
The problems that we are dealing with in this monograph have attracted the attention of a large number of investigators, and the theory continues to develop actively. On one side, theory of approximation by linear superpositions provides a rich soil for models and development of general methods in Banach spaces, and contains a number of difficult problems. On the other side, it itself contains many possibilities for various applications (including numerical computations). Some developments of the theory were presented in the 1985 monograph by Cheney and Light [94], where approximation problems for a subspace $D$ of $(0.5)$-type in two variables ($N = m = 2$) were considered. The book [94] also contains an extensive bibliography. The subject is, however, much larger than presented there, and, in particular, some important new results were obtained after [94] appeared. This allowed me to select the material for the present book in such a way that the overlaps with [94] are minimal. Formally, it overlaps with [94] only in §7 of Chapter 2, where we study the algorithm of Diliberto and Straus. Though we only consider the case of the uniform metric and the subspace of sums $(0.3)$ $(N = 2)$, we go into much greater detail than [94] does. (In [94] the authors also considered not only subspaces $(0.5)$ for $N = m = 2$, but different metrics as well.)

In principle, investigations of superpositions of differentiable functions initiated by A.G. Vitushkin and later on studied in his joint work with G.M. Khenkin and by numerous other investigators, form an important part of the theory of superpositions. We have not pursued these developments here (let us cite the surveys [144], [145], [137], [95], [98]).

Throughout the book, all propositions (theorems, lemmas, corollaries, etc.) are enumerated with the number of the section in which they appear and the number of the proposition itself in the section. Whenever we refer to a result from a different chapter, we also specify the chapter number. In some cases, for the reader's convenience, instead of referring to the preceding exposition, we reproduce the basic setting under investigation once more.
CHAPTER 1

Discussing Kolmogorov’s Theorem

§1. A. N. Kolmogorov’s theorem

The statement. The statement of Kolmogorov’s Theorem given in the Introduction has been improved by many authors. G. Lorentz [35] observed that one could choose the functions \( g_k \) in (0.1) to be the same. Sprecher [123] showed that the functions \( \varphi_{pq} \) in (0.1) can be replaced by \( \lambda_p \varphi_q \) with appropriate constants \( \lambda_p \).

So, one can talk about representing an arbitrary continuous function \( f \) on \( I^n \) (where \( I = [0, 1] \)) in the form

\[
 f(x_1, \ldots, x_n) = \sum_{q=1}^{2n+1} g \left( \sum_{p=1}^{n} \lambda_p \varphi_q(x_p) \right).
\]

T. Hedberg [71] and J.-P. Kahane found a proof of (1.1) based on the Baire category theorem.

Let us introduce some terminology:

Quasi-all points. Let \( X \) be a complete metric space. We shall say that a certain property holds for quasi-all points in \( X \) (holds quasi-everywhere in \( X \)) if it holds for all points of a set \( U \subset X \) which is a countable intersection of open dense sets in \( X \). (Therefore, the complement of \( U \) is a \( F_\sigma \) set of the first Baire category.)

Rationally independent numbers. Real numbers \( \lambda_1, \ldots, \lambda_n \) are called rationally independent if, for an arbitrary \( n \)-tuple of rational numbers \( r_1, \ldots, r_n \), not all of which are equal to zero, the following holds:

\[
 \lambda_1 r_1 + \cdots + \lambda_n r_n \neq 0.
\]

Rationally independent numbers \( \lambda_1, \ldots, \lambda_n \) must all be different, and at least \( n-1 \) of them are irrational. Quasi-all vectors \( \lambda = (\lambda_1, \ldots, \lambda_n) \) of the space \( \mathbb{R}^n \) have rationally independent coordinates. Indeed, any vector \( \lambda = (\lambda_1, \ldots, \lambda_n) \) with rationally dependent coordinates must belong to a hyperplane

\[
 r_1 \lambda_1 + \cdots + r_n \lambda_n = 0
\]

with a normal vector \( r = (r_1, \ldots, r_n) \) with rational coordinates. Each such hyperplane is a closed, nowhere dense set in \( X = \mathbb{R}^n \), and there are countably many of them.

If we introduce a norm in \( \mathbb{R}^n \) (for our purposes we do it by setting \( ||\lambda|| = \sum_1^n |\lambda_i| \)), then quasi-all vectors on the surface \( \Sigma \) of the unit ball have rationally independent coordinates. The \((n-1)\)-dimensional Lebesgue measure of the set \( \Gamma \) of those vectors equals the full measure of the surface \( \Sigma \).
Kahane's reformulation. Let $\Phi$ be a set of continuous, non-decreasing functions $\varphi$ on $I = [0, 1]$ such that $\varphi(0) = 0$, $\varphi(1) = 1$. Since it is a closed subset in the space $C[0, 1]$ of continuous functions on $[0, 1]$ (with the usual norm), $\Phi$ is a complete metric space. It is not hard to see that quasi-all functions in $\Phi$ are in fact strictly increasing. Indeed, if $0 \leq r_1 < r_2 \leq 1$ are two rational numbers, then the set $U_{r_1,r_2}$ of all functions $\varphi \in \Phi$ such that $\varphi(r_1) < \varphi(r_2)$ is open and everywhere dense in $\Phi$. The intersection $U = \bigcap_{r_1,r_2} U_{r_1,r_2}$ consists of all strictly-increasing functions, and is an intersection of a countable number of everywhere dense sets on $\Phi$.

Set $\Phi^{2n+1} = \{ (\varphi_1, \ldots, \varphi_{2n+1}) \mid \varphi_i \in \Phi, i = 1, \ldots, 2n + 1 \}$. $\Phi^{2n+1}$ is a complete metric space as well (it is a closed subset of $[C(I)]^{2n+1}$).

In Kahane's reformulation, the Kolmogorov theorem has the following form:

**Theorem 1.1.** Let $\lambda_1 > 0, \ldots, \lambda_n > 0$ be rationally independent numbers, $\sum_1^n \lambda_p = 1$. For quasi-all $n$-tuples $(\varphi_1, \ldots, \varphi_{2n+1}) \in \Phi^{2n+1}$ the following statement holds:

For any $f \in C(I^n)$ there exists a function $g \in C(I)$ such that the representation (1.1) holds. This is true whenever $C(I^n)$ and $C(I)$ are simultaneously taken as spaces of real- or complex-valued functions.

**Free interpolation in the choice of an outer function.** As was observed in [71], [74], [95], one has a great deal of freedom in choosing an outer function $g$ in the superposition (1.1). For example, $g$ could be chosen among all restrictions to $[0, 1]$ of functions $g(x) = \bar{g}(e^{ix})$, $x \in [0, 2\pi]$, such that $\bar{g}(z)$ is analytic in the disk $\{ z : |z| < 1 \}$ and continuous in the closed disk $\{ z : |z| \leq 1 \}$.

We are going to associate this observation with a possibility of so-called free interpolation in choosing $g$. Let $Y$ be a subspace of the space $C(K)$ of functions continuous on a compact set $K$; let $E \subset K$ be a closed subset. We say that $Y$ interpolates freely on $E$ if for each $H(x) \in C(E)$ there exists $g \in Y$ such that $g(x) = H(x)$ for $x \in E$. We say that $Y$ interpolates freely on $E$ with a constant $c$ ($c \geq 1$), if for each $H(x) \in C(E)$ there exists $g(x) \in Y$ such that

$$g(x) = H(x), \quad x \in E, \quad \|g\|_{C(K)} \leq c\|H\|_{C(E)}.$$  

If $Y$ is a closed subspace in $C(K)$ that interpolates freely on $E$, then free interpolation always occurs with a constant $c$.

An important example of free interpolation is given by the Rudin–Carleson theorem (see, e.g., [55]) concerning boundary values of continuous analytic functions. In relation to our situation, this theorem can be described as follows. Let $Y$ consist of boundary values $g(x) = \bar{g}(e^{2\pi x})$, $0 \leq x \leq 1$, of functions $\bar{g}(z)$ analytic in the unit disk $\{ z : |z| \leq 1 \}$. Then $Y$ interpolates freely with the constant $c = 1$ on every closed set $E \subset (0, 1)$ that has measure zero.

**Theorem 1.2.** Let $\lambda_j$ be as in Theorem 1.1, and let $Y$ be a closed subspace in $C(I)$ that interpolates freely with a constant $c < \frac{2(n + 1)}{2n + 1}$ on a nowhere dense closed subset $E \subset (0, 1)$ and on all sets obtained by adding finitely-many points from $[0, 1]$ to $E$. Quasi-all $(2n + 1)$-tuples $(\varphi_1, \ldots, \varphi_{2n+1}) \in \Phi^{2n+1}$ have the following property: for any $f(x_1, \ldots, x_n) \in C(I^n)$ and any $H \in C(E)$, there exists a function
g(x) \in Y \text{ such that (1.1) holds and}
\begin{equation}
(1.3) \quad g(x) = H(x), \quad x \in E.
\end{equation}

**Corollary 1.3.** In particular, the conclusion of Theorem 1.2 holds for \( Y = \{ g(x) : g(x) = \tilde{g}(e^{iz}) \} \), where \( \tilde{g}(z) \) is analytic in \( \{ z : |z| < 1 \} \) and continuous in \( \{ z : |z| \leq 1 \} \).

If \( f(x_1, \ldots, x_n) \) satisfies \( f(0, \ldots, 0) = f(1, \ldots, 1) \), then one can choose \( Y = \{ g(x) : g(x) = \tilde{g}(e^{2\pi iz}) \} \); the reason is that in the proof of Theorem 1.2, one must construct a function \( g \) that interpolates the value \( f(0, \ldots, 0) \) at the point \( x = 0 \) and the value \( f(1, \ldots, 1) \) at \( x = 1 \), while a function continuous on the circle must satisfy \( g(0) = g(2\pi) \).

**Lemmas.** Consider a map \( \lambda : \mathbb{R}^n \rightarrow \mathbb{R} \) defined by
\begin{equation}
(1.4) \quad a \in \mathbb{R}^n \mapsto \lambda(a) = \langle \lambda, a \rangle = \sum_{1}^{n} \lambda_k a_k,
\end{equation}
where \( \lambda = (\lambda_1, \ldots, \lambda_n) \) is a vector whose coordinates satisfy the assumptions in Theorems 1.1 and 1.2, and \( a = (a_1, \ldots, a_n) \).

**Lemma 1.3.** (1) Let \( Q \) be the set of all points with rational coordinates in \( \mathbb{R}^n \). The map \( \lambda \) is injective on \( Q \).

(2) \( \lambda(I^n) = I, \lambda(I_0^n) = I_0 \ (I = [0, 1], I_0 = (0, 1)) \).

(3) \( \lambda^{-1}(E) \) is a nowhere dense closed set.

**Proof.** (1) follows from the rational independence of \( \lambda_1, \ldots, \lambda_n \). (2) is obvious. If we assume that \( \lambda^{-1}(E) \) is dense somewhere, then it contains a ball \( S \). But then \( E \supset \lambda(S) \) must contain an interval, since a linear map \( \lambda \) is an open map.

**Lemma 1.4.** Let \( \Lambda \) be a restriction of \( \lambda \) onto \( I^n \). Then:

(1) \( \Lambda^{-1}(0) = (0, \ldots, 0), \Lambda^{-1}(1) = (1, \ldots, 1) \).

(2) The set \( U = \Lambda^{-1}(I_0 \times E) \) is open and everywhere dense in \( I^n \).

(3) Let \( U_{i_1 \ldots i_k} \ (i_1 < \cdots < i_k) \) be a set of points in \( U \) such that their coordinates with indices different from \( i_1, \ldots, i_k \) are fixed. For a point \( a \in U_{i_1 \ldots i_k} \), denote by \( a' \) a point in \( \mathbb{R}^k \) whose coordinates coincide with free coordinates of the point \( a \) (i.e., coordinates with the indices \( i_1, \ldots, i_k \)). The points \( a' \) form an open and everywhere dense set in \( I_k \).

**Proof.** (1) follows since all \( \lambda_p > 0 \) and \( \sum_{1}^{n} \lambda_p = 1 \). (2) follows from statement (3) of the preceding lemma. Let us focus on (3). Let \( a_{i_1}, \ldots, a_{i_k} \) be those coordinates of \( a \) that are free to vary, and \( b_j, j \neq i_1, \ldots, i_k \), be fixed coordinates of \( a \). Then,
\begin{equation}
(1.5) \quad \Lambda(a) = \langle \lambda, a \rangle = \sum_{\ell=1}^{k} \lambda_{i_\ell} a_{i_\ell} + \sum_{j \neq i_1, \ldots, i_k} \lambda_j b_j.
\end{equation}
It is clear that (1.5) defines an affine map \( \tilde{\Lambda} \) of \( I_{i_1} \times \cdots \times I_{i_k} \) into \( I \):
\[ \tilde{\Lambda} : a' = (a_{i_1}, \ldots, a_{i_k}) \rightarrow \Lambda(a). \]
As in (3) of the preceding lemma, we can show that $\Lambda^{-1}(E)$ is closed and nowhere dense. Hence, $U_{i_1 \ldots i_k} = \Lambda^{-1}(I_0 \setminus E)$ is open and everywhere dense in $I^k$.

**Lemma 1.5.** Let $0 = a_1 < a_2 < \cdots < a_m = 1$, $m > n + 2$. Let a number $\varepsilon > 0$ be chosen so that $2\varepsilon < \min_{1 \leq i \leq m-1} (a_{i+1} - a_i)$. Set $S_i = (a_i - \varepsilon, a_i + \varepsilon)$ for $i = 2, \ldots, m-1$, and $S_1 = \{0\}$, $S_m = \{1\}$. There exist intervals $\sigma_i \subset S_i$, $i = 2, \ldots, m-1$, so that (for the sake of notational symmetry we also define $\sigma_1 = S_1 = \{0\}$, $\sigma_m = S_m = \{1\}$) the Cartesian product of any $n$ of the intervals $\sigma_1, \ldots, \sigma_m$ belongs to the set $U = \Lambda^{-1}(I_0 \setminus E)$. Moreover, at different places in those products we can take the same intervals, and the order of the terms in the product need not coincide with the order determined by the indices of those intervals.

**Proof.** Consider all possible permutations with repetitions of $n$ numbers taken from the numbers $1, \ldots, m$. Let $(i_1, \ldots, i_n)$ be such a permutation. The parallelepiped $S_{i_1} \times \cdots \times S_{i_n} \subset I^n$ contains a parallelepiped $\sigma_{i_1}^1 \times \cdots \times \sigma_{i_n}^1$, $\sigma_{i_k}^1 \subset S_{i_k}$, that is entirely contained in $U$. If there are no ones or zeros among the numbers $i_1, \ldots, i_n$ this follows from (2) of Lemma 1.4, while if there are some ones (or zeros) it follows from (3) of Lemma 1.3. The upper index denotes the number of the step of the argument. Let us now take another permutation $(j_1, \ldots, j_n)$ with repetitions out of the indices $1, \ldots, m$. Taking the product $S_{j_1} \times \cdots \times S_{j_n}$, replace in it factors with the indices that have already appeared in the preceding set $(i_1, \ldots, i_n)$ by $\sigma^1$. For example, if $j_\ell$ has already been chosen among $i_1, \ldots, i_n$, then we replace $S_{j_\ell}$ by $\sigma_{j_\ell}^1$. Once again, according to (2), (3) of Lemma 1.4 there exists a parallelepiped $\sigma_{j_1}^2 \times \cdots \times \sigma_{j_n}^2$ that entirely belongs to $U$ and, moreover, $\sigma_{j_\ell} \subset S_{j_\ell}$ ($\ell = 1, \ldots, n$). For those numbers from the first collection that are not included in the second, we simply change the upper index from 1 to 2 for corresponding intervals $\sigma$. Take the next set of indices $(k_1, \ldots, k_n)$ and consider the product $S_{k_1} \times \cdots \times S_{k_n}$. For those indices that have already been chosen in the first or second collection, replace the factors in this product by smaller intervals $\sigma_{k_\ell}^2$. Once again, there exist smaller intervals $\sigma_{k}^3 \subset S_{k}$ so that their Cartesian product is contained in $U$. For those indices from the first two collections that do not belong to the third collection, now simply replace for the corresponding intervals $\sigma$ the upper index 2 by 3 and pass on to the next set of indices. After $N = mn$ steps, when we have considered all possible permutations of $n$ indices, we obtain intervals $\sigma_{i_1}^N \ldots, \sigma_{i_n}^N$ satisfying the statement of the lemma (and we can remove the upper index).

**The Main Lemma.** The following lemma plays the major role in the proof of Theorem 1.2. It is a natural extension to a more complicated situation of the main step in the proof of the Kahane–Hedberg Theorem 1.1.

**Lemma 1.6.** Let the numbers $\lambda_1, \ldots, \lambda_n$, a set $E$, a subspace $Y \subset C[0,1]$, and a constant $c$ satisfy the assumptions of Theorem 1.2. Choose a number $\epsilon_0$, $0 < \epsilon_0 < \frac{1}{2(n+1)}$, $(1 - \epsilon_0) c < 1$. According to the conditions imposed on $c$, we have

$$\left(1 - \frac{1}{2(n+1)}\right) c = \frac{2n+1}{2(n+1)}, \quad c < 1.$$ 

So, if $\epsilon_0$ is less than but sufficiently close to $\frac{1}{2(n+1)}$, we shall have $(1 - \epsilon_0) c < 1$. For all $F(x_1, \ldots, x_n) \in C(I^n)$ and all $H(x) \in C(E)$, denote by $\Omega(F, H)$ the set
of all collections \((\varphi_1, \ldots, \varphi_{2n+1}) \in \Phi^{2n+1}\) for which there exists a function \(h \in Y\) with the following properties:

\[
(1.6) \quad \left\| F(x_1, \ldots, x_n) - \sum_{q=1}^{2n+1} h \left( \sum_{p=1}^{n} \lambda_p \varphi_q(x_p) \right) \right\| < (1 - \varepsilon_0) c \max \left( \| F \|, \| H \| \right),
\]

\[
(1.7) \quad h(x) = 2\varepsilon_0 H(x), \quad x \in E, \quad \| h \| \leq 2\varepsilon_0 c \max \left( \| F \|, \| H \| \right).
\]

Then \(\Omega(F, H)\) is an open everywhere dense set in \(\Phi^{2n+1}\).

**Proof.** The fact that \(\Omega(F, H)\) is an open set is obvious, since when conditions (1.6) and (1.7) hold for some collection \((\varphi_0^1, \ldots, \varphi_0^{2n+1}) \in \Phi^{2n+1}\) with a function \(h \in Y\), they will also hold for all collections in \(\Phi^{2n+1}\) sufficiently close to \((\varphi_0^1, \ldots, \varphi_0^{2n+1})\). Let us check that \(\Omega(F, H)\) is everywhere dense in \(\Phi^{2n+1}\).

Let \(\mathcal{P}\) be an arbitrary open set in \(\Phi^{2n+1}\). We have to show that the intersection of \(\Omega(F, H)\) and \(\mathcal{P}\) is non-empty. Denote by \(\delta = \delta(\varepsilon, \mathcal{P}, F, H)\) a small positive number to be chosen later and consider \((2n + 1)\) intervals

\[
I_q = \{I_q(j)\} = \{[q\delta + (2n + 1)j\delta, q\delta + (2n + 1)(j + 1)\delta + 2n\delta]\},
\]

\(j = 0, \pm 1, \ldots\); \(q = 1, \ldots, 2n + 1\).

Note the following:

1°. For a given \(q\), the intervals \(I_q(j)\) are disjoint and separated by intervals of length \(\delta\).

2°. Every point in \([0, 1]\) is covered by intervals of all series \(I_q\), except perhaps for one value of \(q\).

Consider now the series of cubes \(P_q\) of dimension \(n\):

\[
(1.9) \quad P_q = \{P_q(j_1, \ldots, j_n) = I_q(j_1) \times I_q(j_2) \times \cdots \times I_q(j_n)\},
\]

where \((j_1, \ldots, j_n)\) is an arbitrary permutation with repetitions of indices \(j\).

According to 2°, each point of the unit cube \(I^n\) can fail to be covered by cubes \(P_q\) out of no more than \(n\) series, and hence is covered by cubes \(P_q\) of at least \(n + 1\) series. Let \(\Delta\) be a set of collections \((\varphi_1, \ldots, \varphi_{2n+1}) \in \Phi^{2n+1}\) such that \(\varphi_q\) are constants on intervals of the system \(I_q\) and linear on the intervals in-between \(I_q(j)\) and \(I_q(j + 1)\). Now choose \(\delta > 0\) so that the following hold:

(a) The oscillation of \(F\) on any of the cubes \(P_q\) does not exceed \(\varepsilon \| F \|\) (in the case when \(F\) is a complex-valued function, by the oscillation of \(F\) on \(P_q\) we understand the diameter of the set \(F(P_q)\)).

(b) \(\mathcal{P} \cap \Delta \neq \emptyset\).

Clearly, (a) and (b) are satisfied if we choose \(\delta > 0\) sufficiently small. Let \((\varphi_1^0, \ldots, \varphi_{2n+1}^0) \in \Phi^{2n+1}\) belong to \(\mathcal{P} \cap \Delta\). Denote a constant value of \(\varphi_q^0\) on the interval \(I_q(j)\) by \(\varphi_q^0(j)\). We can assume that the values of all functions \(\varphi_q^0\) are different, i.e., \(\varphi_q(j_1) \neq \varphi_r(j_2)\), provided that \(q \neq r\), or that \(q = r\) but \(j_1 \neq j_2\). This holds for all intervals, except for those containing 0 or 1 (if the series \(I_q\) contains such intervals), because \(\varphi_q^0(0) = 0, \varphi_q^0(1) = 1\) always. Apply Lemma 1.5, taking for the numbers \(a_j\) the values \(\varphi_q^0(j)\). Accordingly, we can replace the values \(\varphi_q^0(j)\) on \(I_q(j)\) by rational values \(\tau_q(j)\) that are arbitrarily close to \(\varphi_q^0(j)\) (and hence are different) and such that the point \((\varphi_q(j_1), \ldots, \varphi_q(j_n))\) for each permutation \((j_1, \ldots, j_n)\) belongs to the set \(U = \Lambda^{-1}(I_0 \setminus E)\) (Lemmas 1.4 and 1.5). Interpolating linearly
between the intervals $I_q(j)$, we obtain functions $\varphi_q$ such that $(\varphi_1, \ldots, \varphi_{2n+1}) \in \mathcal{P} \cap \Delta$. Now consider the functions

$$
\psi_q(x_1, \ldots, x_n) = \sum_{p=1}^{n} \lambda_p \varphi_p(x_p) = \Lambda(\varphi_q(x_1), \ldots, \varphi_q(x_n)).
$$

On each of the cubes $P_q(j_1, \ldots, j_n)$ the functions $\psi_q$ take constant values

$$
\Lambda(\varphi_q(j_1), \ldots, \varphi_q(j_n)) \in I_0 \setminus E,
$$

provided that the cube $P_q(j_1, \ldots, j_n)$ does not contain $(0, \ldots, 0)$ and $(1, \ldots, 1)$. If $(0, \ldots, 0)$ or $(1, \ldots, 1)$ belongs to that cube the values of $\psi_q$ will be 0 or 1, accordingly.

Finally, consider a map $\mathcal{X}(q; j_1, \ldots, j_n)$ of all sets $(q; j_1, \ldots, j_n)$ into $I$ defined as follows:

$$
\mathcal{X}(q; j_1, \ldots, j_n) = \psi_q(x_1, \ldots, x_n) = \Lambda(\varphi_q(x_1), \ldots, \varphi_q(x_n)),
$$

where

$$
(x_1, \ldots, x_n) \in I_q(j_1, \ldots, j_n).
$$

If $P_q(j_1, \ldots, j_n) \ni (0, \ldots, 0)$, then $\mathcal{X}(q; j_1, \ldots, j_n) = 0$. If $P_q(j_1, \ldots, j_n) \ni (1, \ldots, 1)$, then $\mathcal{X}(q; j_1, \ldots, j_n) = 1$. In both cases, the $n$-tuples $(j_1, \ldots, j_n)$ clearly contain the same numbers. $\mathcal{X}$ maps injectively all other selections $(q; j_1, \ldots, j_n)$ into $I_0 \setminus E$ (because the values $\varphi_q(j)$ are different rational numbers, while the numbers $\lambda_1, \ldots, \lambda_n$ are rationally independent).

Taking a cube $P_q(j_1, \ldots, j_n)$, define on it the value $M(q; j_1, \ldots, j_n)$ of the function $F(x_1, \ldots, x_n)$ as follows: if $P_q(j_1, \ldots, j_n)$ does not contain $(0, \ldots, 0)$ and $(1, \ldots, 1)$, then $M(q; j_1, \ldots, j_n)$ can be any value of $F(x_1, \ldots, x_n)$ on that cube. If $P_q(j_1, \ldots, j_n)$ contains $(0, \ldots, 0)$, then $M(q; j_1, \ldots, j_n) = F(0, \ldots, 0)$. If $P_q(j_1, \ldots, j_n)$ contains $(1, \ldots, 1)$, then $M(q; j_1, \ldots, j_n) = F(1, \ldots, 1)$.

Now we construct a continuous function $h$ on the interval $I$ satisfying the following interpolation conditions. At points $\mathcal{X}(q; j_1, \ldots, j_n)$ (the number of such points in $I \setminus E$ is finite)

$$
h(\mathcal{X}(q; j_1, \ldots, j_n)) = 2\varepsilon_0 M(q; j_1, \ldots, j_n),
$$

and

$$
h(x) = 2\varepsilon H(x), \quad x \in E.
$$

According to the assumptions of the lemma such a function can be chosen from the subspace $Y \subset C(I)$; moreover, in view of the choice of $M(q; j_1, \ldots, j_n)$,

$$
\|h\| \leq 2\varepsilon_0 \max(\|F\|, \|H\|).
$$

Let $x = (x_1, \ldots, x_n) \in I^n$. If $x \in P_q(j_1, \ldots, j_n)$, then

$$
h(\psi_q(x_1, \ldots, x_n)) = h(\mathcal{X}(q; j_1, \ldots, j_n)) = 2\varepsilon_0 M(q; j_1, \ldots, j_n)
$$

$$
= 2\varepsilon F(x_1, \ldots, x_n) + 2\varepsilon_0 [M(q; j_1, \ldots, j_n)F(x_1, \ldots, x_n)]
$$

$$
= 2\varepsilon_0 F(x_1, \ldots, x_n) + \rho_q.
$$

The oscillation of $F(x_1, \ldots, x_n)$ on $P_q(j_1, \ldots, j_n)$ is less than $\varepsilon_0\|F\|$, and hence

$$
|\rho_q| \leq 2\varepsilon_0^2\|F\|.
$$
(M (q; j1, . . . , jn) is the value of F on Pq (j1, . . . , jn)! Since every point x in In falls into at least (n + 1) cubes of the system Pq, q = 1, . . . , 2n + 1, and ε0 < \frac{1}{2(n + 1)}, we shall have

\[|F(x_1, . . . , x_n) - \sum_{q=1}^{2n+1} h(\psi_q(x_1, . . . , x_n))|\]

\[= |F(x_1, . . . , x_n) - \sum_{q=1}^{2n+1} h(\sum_{p=1}^{n} \lambda_p \varphi_q(x_p))|\]

\[\leq |F(x_1, . . . , x_n) - \sum' h(\psi_q(x_1, . . . , x_n))| + |\sum'' h(\psi_q(x_1, . . . , x_n))|,\]

where \sum' is taken over (n + 1) of the q's for which cubes from the series Iq cover the point (x1, . . . , xn), and \sum'' contains the n remaining q's. Let us continue the above estimate:

\[\leq |F(x_1, . . . , x_n) - 2\epsilon_0(n + 1)F(x_1, . . . , x_n)| + 2\epsilon_0^2(n + 1)||F|| + n\|h\||\]

\[< (1 - 2\epsilon_0(n + 1))\|F\| + 2\epsilon_0^2(n + 1)||F|| + 2n\epsilon_0 c \max(||F||, ||H||)\]

\[\leq (1 - 2\epsilon_0(n + 1) + 2\epsilon_0^2(n + 1) + 2n\epsilon_0) c \max(||F||, ||H||)\]

\[\leq (1 - \epsilon_0) c \max(||F||, ||H||).\]

Thus, the set of functions (\varphi_1, . . . , \varphi_{2n+1}) ∈ Φ^{2n+1} we have constructed belongs to Ω(F, H) and at the same time to P. We have proved that Ω(F, H) is an everywhere dense set in Φ^{2n+1}.

**DISCUSSION.** Clearly, the crux of the above construction was the possibility of guaranteeing that for an arbitrary point from In the number of series of cubes covering it is larger than the number of those that miss it. According to a well-known theorem of Lebesgue from basic dimension theory (cf. [72a] for the principles of the theory), if "small" cubes cover In, then there is a point in In that is covered by (n + 1) cubes. So, less than (n + 1) series cannot possibly be enough to cover In, although we needed 2n + 1 such series.

Another important point was the rational independence of λ1, . . . , λn that provided injectivity of the inner product ⟨λ, a⟩ : a ∈ In → ⟨λ, a⟩ ∈ I on a set of vectors with rational coordinates. It is plausible that when choosing λ1, . . . , λn one could require only injectivity of ⟨λ, a⟩ on vectors a whose coordinates consist exclusively of zeros or ones, and then construct an everywhere dense set of real numbers containing zero and one such that the inner product ⟨λ, a⟩ is injective on vectors a with coordinates from that set.

Finally, let us draw attention to the importance of constructing the values of ψ_q(x_1, . . . , x_n) in such a way that those values did not fall into the set E. This required a whole new set of tricks that would not have been necessary for the proof of Theorem 1.1.

**COMPLETION OF THE PROOF OF THEOREM 1.2.** Now let A = \{F_µ\}, µ = 1, 2, . . . , be a countable, everywhere dense family of functions in C(In), and let B = \{H_ν\}, ν = 1, 2, . . . , be a countable everywhere dense family in C(E). We can assume that whenever H_ν, H_ν_1 belong to B, then so do H_ν ± H_ν_1 (e.g., B could be
the set of all polynomials with rational coefficients). Set \( \Omega = \bigcap_{\mu, \nu} (F_{\mu}, H_{\nu}) \). Clearly, \( \Omega \) contains quasi-all collections \((\varphi_1, \ldots, \varphi_{2n+1})\) in \( \Phi^{2n+1} \). For each \( f(x_1, \ldots, x_n) \in C(I^n) \), each arbitrary set \((\varphi_1, \ldots, \varphi_{2n+1}) \in \Omega \), and every \( H \in C(E) \), let us show that there exists a function \( g \in Y \) such that (1.1) holds and

\[
(1.14) \quad g(x) = 2\varepsilon_0 H(x).
\]

Obviously, (1.3) and (1.14) are the same condition. Choose a number \( \varepsilon_1 \) so that \( 0 < \varepsilon_1 < \varepsilon_0 \), but \( (1 - \varepsilon_1)c < 1 \). For every \( f \in C(I^n) \), it is possible to find a function \( F \in A \) such that

\[
(1.15) \quad \|f - F\| < (\varepsilon_0 - \varepsilon_1) \|f\|, \quad \|F\| \leq \|f\|.
\]

Taking an arbitrary function \( H \in B \), and applying Lemma 1.6 to \( F \) and \( H \), we find \( h(x) \in Y \) satisfying the following conditions:

\[
(1.16) \quad \left\| f(x_1, \ldots, x_n) - \sum_{q=1}^{2n+1} h \left( \sum_{p=1}^n \lambda_p \varphi_q(x_p) \right) \right\| < (1 - \varepsilon_1) c \max(\|f\|, \|H\|),
\]

\[
h(x) = 2\varepsilon_0 H(x), \quad x \in E, \quad \|h\| \leq 2\varepsilon_0 c \max(\|f\|, \|H\|).
\]

We shall denote such a function by \( h = \gamma(f, H) \) (there are many such \( h \)'s for a given \( f \) and \( H \), so we take any one of them). Finally, let us take an arbitrary function \( H(x) \in C(E) \) and expand it into the series

\[
(1.17) \quad H(x) = H_0(x) + H_1(x) + \cdots + H_m(x) + \cdots, \quad H_j \in B,
\]

\[
\|H_j\| \leq [c(1 - \varepsilon_1)]^2 \beta, \quad \beta = \max(\|f\|, \|H\|).
\]

This can be done by choosing a sequence of functions \( \{S_m(x)\} \subset B \) approximating \( H(x) \) sufficiently fast and setting \( H_m(x) = S_m(x) - S_{m-1}(x) \), \( m = 1, 2, \ldots, H_0(x) = S_0(x) \). Construct recursively the sequences \( \{f_j(x_1, \ldots, x_n)\} \) and \( h_j(x) \in Y \):

\[
(1.18) \quad f_0(x_1, \ldots, x_n) = f(x_1, \ldots, x_n); \quad h_j(x) = \gamma(f_j, H_j), \quad j = 0, 1, \ldots
\]

\[
(1.19) \quad f_{j+1}(x_1, \ldots, x_n) = f_j(x_1, \ldots, x_n) - \sum_{q=1}^{2n+1} h_j \left( \sum_{p=1}^n \lambda_p \varphi_q(x_p) \right).
\]

In view of (1.16)-(1.17), we obtain the estimates:

\[
\|f_1\| \leq c(1 - \varepsilon_1) \beta;
\]

\[
\|f_2\| \leq c(1 - \varepsilon_1) \max(\|f_1\|, \|H_1\|)
\]

\[
\leq \max \left( c^2 (1 - \varepsilon_1)^2 \beta, c(1 - \varepsilon_1) \|H_1\| \right) \leq c^2 (1 - \varepsilon_1)^2 \beta.
\]

In general,

\[
(1.20) \quad \|f_j\| \leq [c(1 - \varepsilon_1)]^2 \beta, \quad j = 1, 2, \ldots
\]

The norms of the \( h_j \) can be estimated similarly:

\[
\|h_0\| \leq 2\varepsilon_0 c \max(\|f\|, \|H_0\|) = 2\varepsilon_0 c \beta,
\]

\[
\|h_1\| \leq 2\varepsilon_0 c \max(\|f_1\|, \|H_1\|) \leq 2\varepsilon_0 c \beta(c(1 - \varepsilon_1)),
\]

\[
\|h_2\| \leq 2\varepsilon_0 c \max(\|f_2\|, \|H_2\|) \leq 2\varepsilon_0 c \beta[c^2(1 - \varepsilon_1)^2].
\]
In general,
\begin{equation}
\|h_j\| \leq 2\varepsilon_0 c\left[c(1-\varepsilon_1)\right]^j, \quad j = 1, 2, \ldots.
\end{equation}

In view of the estimates (1.20) and (1.21), the series
\begin{equation}
h_0 + h_1 + \cdots + h_m + \cdots
\end{equation}
converges in norm in \(C(I)\), while \(f_m \to 0\) in \(C(I^n)\) when \(m \to \infty\). Let \(g(x)\) and \(g_m(x)\) denote the \(n\)-th partial sum and the sum of the series (1.22), respectively. Adding up the equalities (1.19) for \(j = 0, \ldots, m\), we obtain
\[ f_{m+1}(x_1, \ldots, x_n) = f_0(x_1, \ldots, x_n) - \sum_{q=1}^{2n+1} g_m \left[ \sum_{p=1}^{n} \lambda_p \varphi_q(x_p) \right]. \]

Taking the limit in the last equality as \(m \to \infty\), we obtain (1.1). Moreover, \(g \in Y\) since \(g_m \in Y\), \(m = 1, 2, \ldots\), and \(Y\) is a closed subspace in \(C(I)\). Also, the interpolating property (1.12) holds according to the construction of the functions \(h_j\). The proof of the theorem is now complete.

**REMARK.** Instead of quasi-all collections \((\varphi_1, \ldots, \varphi_{2n+1}) \in \Phi^{2n+1}\) in Theorem 1.1, one could consider quasi-all collections from \([C(I)]^{2n+1}\). The proof remains the same.

**A geometric interpretation of Kolmogorov’s theorem.** Let \(\lambda_1, \ldots, \lambda_n\) be the same as in Theorems 1.1 and 1.2, and let \((\varphi_1, \ldots, \varphi_{2n+1})\) be a collection of functions from \(\Phi^{2n+1}\) that provides the possibility of representation (1.1). Define a continuous embedding of \(I^n\) into \(\mathbb{R}^{2n+1}\) by setting
\begin{equation}
X_q = \sum_{p=1}^{n} \lambda_p \varphi_q(x_p), \quad p = 1, \ldots, 2n + 1.
\end{equation}

The image of \(I^n\) in \(\mathbb{R}^{2n+1}\) under this map is a compact set \(\Gamma\) inside \(I^{2n+1}\). According to (1.1), for an arbitrary \(f \in C(I^n)\) we have the following representation:
\begin{equation}
f(x_1, \ldots, x_n) = \sum_{1}^{2n+1} g(X_q).
\end{equation}

This, in particular, implies that the embedding (1.23) is a homeomorphism. Indeed, if two different points \(x^1 = (x_1^1, \ldots, x_n^1)\) and \(x^2 = (x_1^2, \ldots, x_n^2)\) correspond to the same point \((X_1, \ldots, X_{2n+1})\), then, taking a function \(f\) so that it assumes different values at \(x^1\) and \(x^2\), we would have been unable to represent it by (1.24). We can interpret (1.1) and (1.24) as formulas that allow us to extend to \(I^{2n+1}\) an arbitrary (continuous on \(\Gamma\)) function by the formula
\begin{equation}
\sum_{1}^{2n+1} g(X_q), \quad g \in C(I).
\end{equation}

In other words, the subspace \(Z \subset [(I^{2n+1})]\) that consists of all functions (1.25) interpolates freely on \(\Gamma\). Thus, Kolmogorov’s Theorem admits the following geometric interpretation: there exists a homeomorphic embedding of \(I^n\) into \(I^{2n+1}\) such that the subspaces \(Z\) of type (1.25) freely interpolate a compact set \(\Gamma\), the image of \(I^n\).
Ostrand [114] and Tikhomirov [87] extended Kolmogorov’s Theorem to arbitrary \( n \)-dimensional metric compact sets. Namely, if \( K \) is an \( n \)-dimensional compact set, then there exists a homeomorphic embedding \( \varphi : K \to \mathbb{I}^{2n+1} \) \((X_q = \varphi_q(x), x \in K, q = 1, \ldots, 2n+1, \varphi_q(x) \in C(K), \varphi(x) = (\varphi_1(x), \ldots, \varphi_{2n+1}(x))) \) such that the subspace of functions (1.25) interpolates freely on the compact \( \Gamma = \varphi(K) \) (cf. Theorem 2.15 below).

The fact that any \( n \)-dimensional compact set \( K \) can be homeomorphically embedded into \( \mathbb{I}^{2n+1} \) had been known much earlier. This is the Menger-Nöbeling theorem (cf. [72a], p.84). However, the Kolmogorov-Ostrand-Tikhomirov theorem gives much more, since the compact set \( \Gamma \) is shown to possess an important additional property.

Let us make a remark concerning the geometric structure of \( \Gamma \). Consider a continuous curve \( \gamma \) in \( \mathbb{R}^{2n+1} \) defined by the parametric equations

\[
X_q = \varphi_q(t), \quad 0 \leq t \leq 1, \quad q = 1, \ldots, 2n+1.
\]

Formula (1.23) for coordinates of points of the compact \( \Gamma \) shows that \( \Gamma \) is a convex combination with coefficients \( \lambda_1, \ldots, \lambda_n \) of \( n \) copies of the curve \( \gamma \).

**Fridman’s improvement.** Quasi-all collections \((\varphi_1, \ldots, \varphi_{2n+1}) \in \Phi^{2n+1}\) consist of strictly increasing functions. So, we can assume that functions \( \varphi_1, \ldots, \varphi_{2n+1} \) in Theorem 1.1 are strictly increasing. Consider a curve \( \gamma \) given by (1.26) with such \( \varphi_q \), so it is in this case a simple arc. Since the functions \( \varphi_q \) have bounded variation (they are increasing), \( \gamma \) is a rectifiable curve. Let \( s \) be the arc length parameter on \( \gamma \) showing the length of the arc corresponding to the segment \([0, t]\) of the parameter \( t \), and let \( S \) denote the total length of \( \gamma \). Setting \( \sigma = \frac{s}{S} \), we can define \( \gamma \) by the natural parametric equations

\[
X_q = \varphi_q(\sigma), \quad 0 \leq \sigma \leq 1, \quad q = 1, \ldots, 2n+1.
\]

Let \( \sigma_1 = \frac{s_1}{S_1}, \sigma_2 = \frac{s_2}{S_2} \) be two values of the parameter, and \( X_q^1, X_q^2 \) the corresponding values of the coordinate function \( X_q \). Clearly,

\[
|X_q^1 - X_q^2| = |\varphi_q(\sigma_1) - \varphi_q(\sigma_2)| \leq |s_1 - s_2| \leq S|\sigma_1 - \sigma_2|,
\]

so the functions \( \varphi_q \) satisfy the Lipschitz condition of order one.

Since \( \Gamma = \sum_1^n \lambda_p \gamma_p \), where \( \gamma_p \) are copies of \( \gamma \), we have for \((X_1, \ldots, X_{2n+1}) \in \Gamma\)

\[
X_q = \sum_{p=1}^n \lambda_p \varphi_q(\sigma_p).
\]

Therefore, we have the maps

\[
(x_1, \ldots, x_n) \leftrightarrow (\sigma_1, \ldots, \sigma_n) \leftrightarrow (X_1, \ldots, X_{2n+1})
\]

where the diagonal arrows are homeomorphisms of \( \mathbb{I}^n \) onto \( \Gamma \), while the horizontal one is a homeomorphism of \( \mathbb{I}^n \) onto itself. The functions \( f(x_1, \ldots, x_n) \in C(\mathbb{I}^n) \)
pass into the function $F(\sigma_1, \ldots, \sigma_n) \in C(I^n)$, and for any $F(\sigma_1, \ldots, \sigma_n) \in C(I^n)$ we have

$$F(\sigma_1, \ldots, \sigma_n) = \sum_{q=1}^{2n+1} g \left( \sum_{p=1}^{n} \lambda_p \varphi_q(\sigma_p) \right).$$

Thus, for any $F \in C(I^n)$, the functions $\varphi_q$ in the representation (1.30) can be chosen to be strictly increasing and to satisfy the Lipschitz condition of order one.

The possibility of choosing Lipschitz functions for inner functions in Kolmogorov superpositions was first established by Fridman [52]. It required a significant improvement of Kolmogorov's original construction. An observation showing that in fact such a possibility follows automatically from Kolmogorov's original statement is due to Kahane [74]. Some deep investigations of Vitushkin [143–146] show that if the $\varphi_q$ are continuously differentiable, then the representation (1.30) is impossible for certain $f \in C(I^n)$.

§2. Duality in problems concerning representations by superpositions

From now on $C(T)$ denotes the Banach space of real-valued continuous functions on a compact Hausdorff space $T$. The space $C(T)$ is equipped with the usual uniform norm (if $g \in C(T)$, then $\|g\| = \max |g(t)|$, $t \in T$). By $B(T)$ we denote the Banach space of real-valued bounded functions on an arbitrary set $T$. In that case, for $g(t) \in B(T)$, $\|g\| = \sup |g(t)|$, $t \in T$.

In connection with the contents of Section 1, it is natural to consider the following problem. Let $X, X_1, \ldots, X_N$ be compact sets, and $\varphi_i : X \to X_i$ continuous maps. In $C(X)$ let us consider the subspace $D$ consisting of the following functions:

$$D = \{ g_1 \circ \varphi_1(x) + \cdots + g_N \circ \varphi_N(x) \}, \quad g_i \in C(X_i), \quad i = 1, \ldots, N.$$

What conditions should be imposed on $X$, $\{X_i\}$, $\{\varphi_i\}$ in order to guarantee $D = C(X)$? In other words, under what conditions can one claim that for each $f(x) \in C(X)$ there is a representation

$$f(x) = g_1 \circ \varphi_1(x) + \cdots + g_N \circ \varphi_N(x), \quad g_i \in C(X_i)?$$

The same question appears when one considers more general subspaces $D$. Let the functions $h^i(x) \in C(X)$, $h^i(x) \not\equiv 0$, be given, and consider the subspace $D$ given by

$$D = \{ h_1(x)g_1 \circ \varphi_1(x) + \cdots + h_N(x)g_N \circ \varphi_N(x), \quad g_i \in C(X_i) \}, \quad i = 1, \ldots, N \}.$$

Again, we raise the question of what conditions would imply $D = C(X)$. Instead of finite sums in the definition of $D$, one could also use infinite series.

Let the compact sets $X$, $\{X_i\}$, $i = 1, \ldots$, continuous maps $\varphi_i : X \to X_i$, and the functions $h^i(x) \in C(X)$, $h^i(x) \not\equiv 0$, be given. Consider the subspace $D \subset C(X)$ that consists of functions

$$f(x) = \sum_{i=1}^{\infty} h^i(x)g_i(x) \circ \varphi_i(x),$$

where $g_i \in C(X_i)$ and the series

$$\sum_i \|h^i\| \|g_i\| < +\infty$$
converges. (In the case when the sequence \( \{X_i\} \) is finite, (2.5) does not impose any additional restrictions on the selection of \( g_i \in C(X_i) \).) Functions (2.3) and (2.4) are called linear superpositions. The given functions \( h^i(x) \) are called basis functions, while the functions \( g_i \) are called coefficients. Thus, the question that interests us can be formulated in the following way: Under what hypotheses does a subspace of linear superpositions coincide with \( C(X) \)?

In the case when all basis functions \( h^i(x) = 1 \), the latter question, in view of the well-known Stone theorem (see, e.g., [40]), can be interpreted in terms of function algebras: in \( C(X) \) there are given closed subalgebras \( A_1, \ldots, A_N \), each one of which contains the constants. Under what conditions do their algebraic sum

\[
A_1 + \cdots + A_N
\]

coincide with \( C(X) \) (cf. §1 in Chapter 2 for more details)? In this form the question readily extends to the case of a countable set of such algebras.

Subspaces similar to \( D \) can be constructed out of merely bounded functions as well. Let \( X, \{X_i\} \) be arbitrary sets, \( \varphi_i : X \to X_i \) arbitrary maps, \( h^i(x) \in B(X_i) \), \( h^i(x) \neq 0 \), given functions, \( i = 1, \ldots, N \), or \( i = 1, 2, \ldots \). In the space \( B(X) \) consider the subspace \( BD \) defined by one of the following:

\[
BD = \{g_1 \circ \varphi_1(x) + \cdots + g_N \circ \varphi_N(x)\}, \quad g_i \in B(X_i), \quad i = 1, \ldots, N;
\]

\[
BD = \{h^1(x)g_1 \circ \varphi_1(x) + \cdots + h^N(x)g_N \circ \varphi_N(x)\},
\]

\[
g_i \in B(X_i), \quad i = 1, \ldots, N;
\]

\[
BD = \left\{ \sum_{i=1}^{\infty} h^i(x)g_i(x) \circ \varphi_i(x) \right\}, \quad g_i \in B(X_i), \quad i = 1, 2, \ldots,
\]

where the \( g_i \) satisfy (2.5). The question that interests us then is, under what conditions do we have \( BD = B(X) \)?

The above questions turn out to be dual to the problem of distortion of certain classes of measures under the mappings \( \varphi_i \). On \( X \), let there be given a real, finitely additive measure \( \mu \) defined on an algebra \( M \) of subsets of \( X \) and having total variation \( \|\mu\| \). (In the sequel we only consider measures with finite total variation, and for such a measure \( \mu \), \( \|\mu\| \) denotes its total variation.) Let \( \Phi : X \to Y \) be a mapping of the set \( X \) into a set \( Y \). Let \( \nu = \Phi \circ \mu \) denote the measure defined on the algebra \( N \) of subsets of \( Y \) such that \( E \in N \) if \( \Phi^{-1}(E) \in M \), while

\[
\nu(E) = \mu\left(\Phi^{-1}(E)\right).
\]

Clearly,

\[
\|\Phi \circ \mu\| \leq \|\mu\|,
\]

since under the mapping \( \Phi \) there is a possibility of mixing up the images of those sets on which \( \mu \) is positive with those where it is negative.

It turns out that the answers to the questions raised above concerning coincidence of \( D \) with \( C(X) \) or \( BD \) with \( B(X) \) are associated with whether the maps \( \{\varphi_i\} \) provide, for an arbitrary measure \( \mu \) in a certain class, not too large a damage from such mixing for at least one \( \varphi_i \). Note that if a bounded function \( g(y) \) defined
on $Y$ is measurable with respect to the algebra $\mathcal{N}$, then $g[\Phi(x)]$ is measurable with respect to $\mathcal{M}$ and

$$
\int_X g[\Phi(x)] d\mu = \int_Y g(y) d[\Phi \circ \mu].
$$

**Theorem 2.1.** In order that the subspace $D$ of functions (2.4) satisfying (2.5) coincide with $C(X)$, it is necessary and sufficient that there exists a number $\lambda$, $0 < \lambda \leq 1$, such that for an arbitrary, regular Borel measure $\mu$ on $X$,

$$
\sup_i \frac{\|\varphi_i \circ (h^i \mu)\|}{\|h^i\|} \geq \lambda \|\mu\|.
$$

**Proof.** First, recall that the dual space $C(T)^*$ of the space $C(T)$ ($T$ is compact) can be identified with the space of regular Borel measures on $T$ with the norm equal to the total variation of measures. (This is the well-known theorem of F. Riesz, see, e.g., [40, Chapter IV].) Another important needed fact from functional analysis is the following. Let $V$ and $W$ be Banach spaces, $V^*$ and $W^*$ their duals, $A : V \to W$ a continuous linear operator, and $A^* : W^* \to V^*$ its adjoint. In order that the operator $A$ be surjective, it is necessary and sufficient that there exists a positive number $\lambda$ such that $\|A^* \mu\| \geq \lambda \|\mu\|$ for all $\mu \in W^*$. In order that the operator $A^*$ be surjective, it is necessary and sufficient that there exists a number $\lambda > 0$ such that $\|A v\| \geq \lambda \|v\|$ for all $v \in V$. (The latter part of this criterion is not needed here, but will be used later on in this section.)

To prove Theorem 2.1, we argue as follows. Let $G_1, \ldots, G_n, \ldots$ be a sequence of Banach spaces, and let $\{\eta_i\}$ be a sequence of positive numbers. Consider a subspace $G$, whose elements $g$ are sequences $\{g_i\}$, $g_i \in G_i$, $i = 1, \ldots$, such that

$$
\|g\| = \sum_{i=1}^{\infty} \eta_i \|g_i\| < +\infty.
$$

With the norm (2.14) $G$ becomes a Banach space. The dual space $G^*$ of $G$ can be identified with the space of sequences $L = \{L_i\}$ of linear functions $L_i \in G_i^*$, $i = 1, \ldots$, and

$$
\|L\| = \sup_i \frac{\|L_i\|}{\eta_i}.
$$

(Obviously, only those sequences $L$ are included in $G^*$ for which $\|L\|$ in (2.15) is finite.) A functional $L$ acts on elements $g = \{g_i\}$ as follows:

$$
\langle g, L \rangle = L(g) = \sum_i L_i(g_i) = \sum_i \langle g_i, L_i \rangle.
$$

The series (2.16) converges absolutely in view of (2.14) and (2.15).

In the context of Theorem 2.1 we take $G_i = C(X_i)$, $i = 1, \ldots$, $\eta_i = \|h^i\|$, and construct the space $G$ as above. Define a continuous linear operator $A : G \to C(X)$ by associating to each $g \in G$, $g = (g_1, \ldots, g_i, \ldots)$, $g_i \in C(X_i)$, a function $Ag = f(x)$ defined by (2.4). In view of our construction and (2.14), the series (2.4) converges in $C(X)$ and $\|A\| \leq 1$. Find the adjoint $A^* : C(X)^* \to G^*$. For
an arbitrary regular Borel measure $\mu$ on $X$ (defining a continuous functional $\mu$ on $C(X)$) and any $g \in G$ we must have

$$\langle Ag, \mu \rangle = \langle g, A^*\mu \rangle.$$  

From (2.4), (2.12), and (2.16) it follows that

$$\langle Ag, \mu \rangle = \int_X \left( \sum_i h^i(x) g_i \circ \varphi_i(x) \right) d\mu = \sum_i \int_X g_i d\left[ \varphi_i \circ h^i\mu \right].$$

Hence,

$$(2.17) \quad A^*\mu = (\ldots, \varphi_i \circ (h^i\mu), \ldots).$$

Since by (2.15) with $\eta_i = \|h^i\|$ we have

$$(2.18) \quad \|A^*\mu\| = \sup_i \frac{\|\varphi_i \circ (h^i\mu)\|}{\|h^i\|},$$

the criterion for surjectivity of the operator $A$ has the form (2.13). Since

$$\|\varphi_i \circ (h^i\mu)\| \leq \|h^i\| \mu \leq \|h^i\| \|\mu\|,$$

we obtain for $\lambda$ in (2.13) the estimate $0 < \lambda \leq 1$. Theorem 2.1 is proved.

The space $B(T)^*$, dual to $B(T)$ ($T$ is an arbitrary set), consists of finitely additive measures of bounded variation defined on the algebra of all subsets ([40, Chapter IV]). So, introducing some obvious changes in the above arguments we obtain the following result.

**Theorem 2.2.** In order that the subspace $BD$ of functions (2.9) satisfying (2.5) coincide with $B(X)$, it is necessary and sufficient that there exists a number $\lambda$, $0 < \lambda \leq 1$, such that (2.13) holds for any measure $\mu \in B(X)^*$.

Finitely additive measures that are elements of $B(X)^*$ do not represent a convenient object. Hence, Theorem 2.2 is not very useful. There is a more convenient result in this direction that deals with a significantly simpler class of measures $\ell^1(T)$, the subspace of discrete measures on $T$. So, $\mu \in \ell^1(T)$ means that

$$(2.19) \quad \mu = \sum_1^\infty \beta_i \delta_{t_i}, \quad \|\mu\| = \sum_1^\infty |\beta_i| < +\infty,$$

where $\{t_i\}$ is a (countable) sequence of points in $T$, $\{\beta_i\}$ is a sequence of real numbers, and $\delta_t$ is a delta-mass at point $t$. It is known that $B(T) = \ell^1(T)^*$ (cf. [40, Chapter IV]).

**Theorem 2.3.** Let the assumptions of Theorem 2.2 regarding $X$, $\{X_i\}$, $\{\varphi_i\}$ hold, let

$$(2.20) \quad d \overset{\text{def}}{=} \sum_i \|h^i\| < +\infty,$$

and let $BD$ consist of the functions (2.9) for which instead of (2.5) the condition

$$(2.21) \quad \sup_i \|g_i\| < +\infty$$
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holds. In order that $BD = B(X)$, it is necessary and sufficient that there exists a number $\lambda$, $0 < \lambda \leq d$, such that for any $\mu \in \ell^1(X)$ the following inequality holds:

$$(2.22) \quad \sum_{i=1}^{\infty} \left\| \varphi_i \circ (h^i \mu) \right\| \geq \lambda \|\mu\|.$$ 

**Proof.** First, note that the series $(2.22)$ converges. Indeed,

$$(2.23) \quad \sum_{i=1}^{\infty} \left\| \varphi_i \circ (h^i \mu) \right\| \leq \sum_{i=1}^{\infty} \|h^i \mu\| \leq \|\mu\| \sum_{i=1}^{\infty} \|h^i\| = d \|\mu\|,$$

and we obtain an estimate for the number $\lambda$.

Now consider a Banach space $E$ of sequences $\nu = (\nu_1, \ldots, \nu_i, \ldots)$, where $\nu_i \in \ell^1(X_i)$, $i = 1, \ldots$, such that

$$(2.24) \quad \|\nu\| \overset{\text{def}}{=} \sum_{i=1}^{\infty} \|\nu_i\| < +\infty.$$ 

Then the dual space $E^*$ consists of all sequences $g = (g_1, \ldots, g_i, \ldots)$, where $g_i \in B(X_i)$ and

$$(2.25) \quad \|g\| = \sup \left\| g_i \right\| < +\infty.$$ 

A functional $g \in E^*$ acts on an element $\nu \in E$ according to the formula

$$(2.26) \quad \langle \nu, g \rangle = \sum_{i=1}^{\infty} \int_{X_i} g_i d\nu_i.$$ 

In view of $(2.24)$ and $(2.25)$, the series in $(2.26)$ converges absolutely.

Further, consider a continuous linear operator $U: \ell^1(X) \to E$:

$$(2.27) \quad \mu \in \ell^1(X) \to U \mu = \nu = (\nu_1 = \varphi_1 \circ (h^1 \mu), \ldots, \nu_i = \varphi_i \circ (h^i \mu), \ldots).$$

It indeed follows from the estimate $(2.23)$ that $U$ maps $\ell^1(X)$ into $E$ (and, moreover, $\|U\| \leq d$). Let us calculate the adjoint $U^*: E^* \to \ell^1(X)^*$. For an arbitrary $\mu \in \ell^1(X)$ and an arbitrary $g \in E^*$, we must have

$$\langle \mu, U^* g \rangle = \langle U \mu, g \rangle = \sum_{i=1}^{\infty} \int_{X_i} g_i \left[ \varphi_i \circ (h^i \mu) \right]d\mu = \sum_{i=1}^{\infty} \int_X g_i \circ \varphi_i(x) \cdot h^i(x) d\mu = \int_X \left( \sum_{i=1}^{\infty} g_i \circ \varphi_i(x) \cdot h^i(x) \right) d\mu.$$ 

So,

$$(2.28) \quad U^* g = \sum_{i=1}^{\infty} h^i(x) [g_i \circ \varphi_i(x)] \in BD.$$ 

In view of $(2.24)$ and the definition of the norm in $E^*$ in $(2.25)$, the series $(2.28)$ converges absolutely and converges in norm in $B(X)$, and its sum indeed belongs to $BD$. Now the questions we are interested in, namely when $BD = B(X)$ and when $U^*(E^*) = B(X)$, are identical. In other words, they both reduce to the question:
When is the operator $U^*$ surjective? According to the general functional-analytic criterion cited in the proof of Theorem 2.1, this holds if and only if
\begin{equation}
\|U\mu\| \geq \lambda \|\mu\|, \quad \forall \mu \in \ell^1(X)
\end{equation}
for some $\lambda > 0$. But in view of (2.27) and (2.24), (2.29) coincides with (2.22).

Consider one more space. Let $c_0(T)$ denote the class of bounded real-valued functions $x(t)$ defined on an (arbitrary) set $T$ such that for any $\varepsilon > 0$ the set $\{t \in T : |x(t)| > \varepsilon\}$ is finite. $c_0(T)$ is a closed subspace in $B(T)$, and $c_0(T)^* = \ell^1(T)$ ([35, Chapter II, Section 2]). We say that a map $\varphi : X \to Y$ has finite rank if the full preimage of any point $y \in Y$ is a finite set. The system of mappings $\varphi_i : X \to X_i$, $i = 1, \ldots$, has finite rank if each mapping $\varphi_i$ has finite rank.

Let the assumptions of Theorem 2.2 hold in relation to $X$, $\{X_i\}$, $\{\varphi_i\}$, $\{h^i\}$, and let the system of mappings $\{\varphi_i\}$ have finite rank. Form a subspace $c_0 D$ inside $B(X)$ that consists of functions
\begin{equation}
\sum_{i=1}^{\infty} h^i(x) g_i \circ \varphi_i(x), \quad g_i \in c_0(X_i), \quad i = 1, \ldots,
\end{equation}
such that (2.5) holds. According to those assumptions, $c_0 D \subset c_0(X)$.

**Theorem 2.4.** Under the above assumptions, $c_0 D = c_0(X)$ if and only if one can find a number $\lambda > 0$ such that (2.13) holds for all $\mu \in \ell^1(X)$.

If $h^i(x) \in c_0(X)$, $i = 1, \ldots$, then in the definition of $c_0 D$ take an arbitrary $g_i \in B(X_i)$ so that (2.5) holds and the statement of Theorem 2.4 is true even without the assumption concerning the finiteness of the rank of the system $\{\varphi_i\}$.

For the proof one has to repeat the arguments in Theorem 2.1, letting in this case $G_i = c_0(X_i)$. (In Theorem 2.1 we took $G_i = C(X_i)$, while in Theorem 2.2 we had to take $G_i = B(X_i)$). In the case when the subspaces $D$ or $BD$ consist of finite sums, Theorems 2.1–2.4 can be stated in a more unified fashion. It is convenient to separate those results.

**Theorem 2.5.** Let $X$, $X_i$, $i = 1, \ldots, N$, be compact sets, $\varphi_i : X \to X_i$ continuous mappings, $h^i(x) \in C(X_i)$. For the subspace $D$ of functions (2.3) to coincide with $C(X)$ it is necessary and sufficient that there exists a number $\lambda > 0$ such that for all $\mu \in C(X)^*$ the following holds:
\begin{equation}
\sup_i \|\varphi_i \circ h^i \mu\| \geq \lambda \|\mu\|.
\end{equation}
If a subspace $D$ has form (2.1) (i.e., all $h^i(x) \equiv 1$), then for the equality $D = C(X)$ it is necessary and sufficient that there exists $\lambda$, $0 < \lambda \leq 1$, such that
\begin{equation}
\sup_i \|\varphi_i \circ \mu\| \geq \lambda \|\mu\|.
\end{equation}

**Theorem 2.6.** Let $X$, $X_i$, $i = 1, \ldots, N$, be arbitrary sets, $\varphi_i : X \to X_i$ arbitrary maps, $h^i(x) \in B(X_i)$, $h^i(x) \neq 0$. For the space (2.8) the following statements are equivalent:
1. $BD = B(X)$.
2. There exists $\lambda > 0$ such that (2.31) holds for all $\mu \in B(X)^*$.
3. There exists $\lambda > 0$ such that (2.31) holds for all $\mu \in \ell^1(X)$. 
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In the case when the subspace $BD$ has the form (2.7), condition (2.31) becomes (2.32) with $0 < \lambda \leq 1$.

Comparing Theorems 2.5 and 2.6, we obtain an interesting corollary.

**COROLLARY 2.7.** Let $X, X_i, i = 1, \ldots, N$, be compact sets, let $\varphi_i : X \to X_i$ be continuous mappings, let $h^i(x) \in C(X_i)$, and let the subspaces $D$ and $BD$ be defined by (2.3) and (2.8), respectively. If $D = C(X)$, then $BD = B(X)$.

**PROOF.** According to Theorem 2.5, $D = C(X)$, provided that (2.31) holds for all $\mu \in C(X)^*$. But this implies, of course, that the inequality (2.31) holds for all $\mu \in \ell^1(X)$. Then, Theorem 2.6 states that $BD = B(X)$.

In particular, we obtain free-of-charge the following analogue of Kolmogorov's theorem (Theorem 1.1) for bounded functions.

**COROLLARY 2.8.** Let $\lambda_1 > 0, \ldots, \lambda_n > 0$ be rationally independent numbers, $\sum_{i=1}^{n} \lambda_i = 1$. For quasi-all collections $(\varphi_1, \ldots, \varphi_{2n+1}) \in \Phi^{2n+1}$, the following statement holds: an arbitrary function $f(x_1, \ldots, x_n)$, bounded on $I^n$, can be represented in the following form:

$$f(x_1, \ldots, x_n) = \sum_{i=1}^{2n+1} g_i \left( \sum_{j=1}^{n} \lambda_j \varphi_j(x_j) \right), \quad g_i \in B(I).$$

Yet, we are unable to guarantee that all the $g_i$ in (2.33) can be replaced by one and the same function $g$ similarly to (1.1). However, the possibility of doing this will be established later (cf. §6 of this chapter).

Naturally, one poses a question converse to Corollary 2.7. Namely, does coincidence of $BD$ and $B(X)$ (under the assumptions of Corollary 2.7) imply coincidence of $D$ and $C(X)$? The answer turns out to be negative. An example will be presented in §8. One may think that if (2.31) holds for all $\mu \in B(X)^*$, which is necessary for the equality $BD = B(X)$, all the more so should (2.31) follow for all $\mu \in C(X)^*$, which is equivalent to $D = C(X)$. However, the heart of the matter is that variations for measures in $B(X)^*$ and those in $C(X)^*$ are defined differently: in the former case, for arbitrary partitions of $X$; in the latter, for partitions of $X$ into Borel subsets. Nevertheless, in the direction opposite to Corollary 2.7, one can establish the following result.

**THEOREM 2.9.** Under the assumptions of Theorem 2.1, let each $f(x) \in C(X)$ admit the representation

$$f(x) = \sum_{i=1}^{\infty} h^i(x) g_i \circ \varphi_i(x),$$

where the $g_i$ are bounded Borel-measurable functions on $X_i$, and (2.5) holds. Then $D = C(X)$, i.e., for all $f(x) \in C(X)$ (2.34) holds with continuous $g_i$ ($g_i \in C(X_i)$).

**PROOF.** First of all, note that the set $b(T)$ of bounded Borel-measurable functions on a compact space $T$ is a closed subspace in $B(T)$. Let $G$ be the subspace constructed in the proof of Theorem 2.2. Construct a subspace $b$ in $G$ by defining
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\[ g = (g_1, \ldots, g_i, \ldots) \in b \text{ if and only if } g_i \in b(X_i), \ i = 1, \ldots. \]  
The space \( b \) is a Banach space. Consider an operator \( A : b \to b(X) \) defined by

\[ (2.35) \quad g \mapsto \sum_{i=1}^{\infty} h^i(x) g_i \circ \varphi_i(x), \quad g_i \in b(X_i). \]

By the assumptions, \( A(b) \subset C(X) \). Let \( \bar{b} = A^{-1}(C(X)) \). Then, \( \bar{b} \) is a closed subspace of \( b \), and so it is a Banach space. Consider the restriction \( \bar{A} \) of \( A \) onto \( \bar{b} : \bar{A} : \bar{b} \to C(X) \). The adjoint operator \( \bar{A}^* : C(X)^* \to \bar{b}^* \) is defined by formulæ (2.17) that were used to define the operator \( A^* \) in Theorem 2.1, since the calculations we made to establish (2.17) also hold for bounded Borel functions \( g_i \), not merely for continuous functions.

In addition,

\[ (2.36) \quad L_i(g_i) = \int_{X_i} g_i \, d\nu_i, \quad \nu_i = \varphi_i \circ (h^i \mu) \]

is a continuous linear functional on \( b(X_i) \) having there the same norm as on the entire \( C(X_i) \), i.e., the total variation \( \|\nu_i\| \). Let \( c \) be a subspace in \( b \) generated by the sequences \( g = (g_1, \ldots, g_i, \ldots) \), where \( g_i \in C(X_i) \). Clearly, \( \bar{b} \supset c \). If \( \bar{b}(X_i) \) is a natural projection of \( \bar{b} \) onto \( b(X_i) \), then it is obvious that \( C(X_i) \subset \bar{b}(X_i) \subset b(X_i) \). Therefore, the norm of the functional (2.36) remains the same on \( C(X_i) \) as on \( b(X_i) \) and equals the total variation \( \|\nu_i\| \). Thus, for \( \nu = \bar{A}^* \mu = (\nu_1, \ldots, \nu_i = \varphi_i \circ (h^i \mu), \ldots) \) we have \( \|\nu\| = \sup_i \|\nu_i\|/\|h^i\| \). The equality \( \bar{A} (\bar{b}) = C(X) \) holds provided that there exists a number \( \lambda > 0 \) such that \( \|\bar{A}^* \mu\| = \|\nu\| = \sup_i \|\nu_i\|/\|h^i\| \geq \lambda \|\mu\| \). So, for all \( \mu \in C(X)^* \) condition (2.13) holds, and hence, according to Theorem 2.1, \( D = C(X) \).

The contents of this section are based on the work of Sternfeld [133, 134]. (1),(3) of Theorem 2.6 when \( h^i = 1 \), \( i = 1, \ldots, N \), and Corollary 2.7 are proved in [133]. Theorem 2.5 (also, for \( h^i \equiv 1 \)) is proved in [134]. The more general formulations presented here did not require any new ideas.

Theorem 2.9 with finitely many terms and \( h^i \equiv 1 \) is Theorem 4 from [131]. However, its proof there is based on the erroneous Theorem 3 in that paper. A counterexample to Theorem 3 from [131] is due to V. A. Medvedev (cf. §8).

§3. Separation of points and measures

Various types of point separation. We have already noted in the previous section that the criteria obtained there are associated with a certain separation under mappings \( \varphi_i \) of images of sets on which a measure (from some class \( C(X)^* \), \( B(X)^* \), \( E(X) \)) is positive from those where it is negative. In this section we are going to study this phenomenon in detail.

Let \( X \) be a set and \( F = \{\varphi\} \) be a family of functions defined on \( X \). In general, each one of these functions may have its own range, and the precise nature of those ranges is unimportant for now. The family \( F = \{\varphi\} \) separates points in \( X \) if for any two points \( x_1 \in X, x_2 \in X, x_1 \neq x_2 \), there exists \( \varphi \) in \( F \) such that \( \varphi(x_1) \neq \varphi(x_2) \). If \( F \) consists of scalar-valued functions, then we say that \( F \) strictly separates points
in \( X \) if \( F \) separates points in \( X \); and for each \( x \in X \), there exists \( \varphi \in F \) such that \( \varphi(x) \neq 0 \) (the latter condition appears in the theory of function algebras).

Again, let elements of \( F \) be arbitrary (not necessarily scalar-valued) functions on \( X \). \( F \) strongly separates points in \( X \) if for any two disjoint finite sets with the same cardinality \( A = \{x_1, \ldots, x_m\} \) and \( B = \{y_1, \ldots, y_m\} \) (for all \( m \)) there exists \( \varphi \in F \) so that \( \varphi(A) \neq \varphi(B) \). Obviously, strong separation implies separation: it suffices to take \( A = \{x_1\}, B = \{x_2\} \).

**Uniform separation of points.** For our theme, however, an even stronger type of separation will be the most important. We say that a family \( F = \{\varphi\} \) uniformly separates points in \( X \), if there exists a number \( \lambda > 0 \), \( \lambda < 1 \), such that for any two disjoint sequences \( x_1, \ldots, x_m \) and \( y_1, \ldots, y_m \) (for all \( m \)) there exists \( \varphi \in F \) so that \( \varphi(x_1), \ldots, \varphi(x_m), \varphi(y_1), \ldots, \varphi(y_m) \) there will remain at least \( \lambda^2 m \) members of that (joint) sequence of images, and hence the number of pairs removed does not exceed \((1 - \lambda) 2m \). (Thus, in each of the sequences \( \varphi(x_1), \ldots, \varphi(x_m) \) and \( \varphi(y_1), \ldots, \varphi(y_m) \) there will remain at least \( \lambda m \) members, i.e., the number of terms removed is at most \((1 - \lambda) m \).) Of course, the number of terms in the sequences “thinned out” according to these rules remains the same.

Let us illustrate the removal procedure. Let \( \varphi(x_1) = \varphi(x_2) = \alpha, \varphi(x_3) = \varphi(x_4) = \beta, \beta \neq \alpha; \varphi(y_1) = \varphi(y_2) = \alpha, \varphi(y_3) = \gamma, \gamma \neq \alpha, \gamma \neq \beta \). After removing the coinciding pairs, we have left \( \varphi(x_3) \) (or \( \varphi(x_4) \)) from the first sequence and \( \varphi(y_3) \) from the second.

**Examples.** 1. Let \( X = \{(u, t), 0 \leq u, t \leq 1\} \) be the unit square and let \( F = \{\varphi_1, \varphi_2\} \), where \( \varphi_1(u, t) = u, \varphi_2(u, t) = t \), be coordinate functions. Clearly, \( F \) separates points, but not strongly: taking \( A = \{(0, 0), (1, 1)\}, B = \{(0, 1), (1, 0)\} \), we have \( \varphi_1(A) = \{0, 1\}, \varphi_1(B) = \{0, 1\}, \varphi_2(A) = \{0, 1\}, \varphi_2(B) = \{0, 1\} \).

2. Let \( X \) be the boundary of the triangle in \( \mathbb{R}^2 \) with vertices \((0, 0), (1/2, 0), \) and \((1, 1)\), while \( F \) is the same as in Example 1. Then \( F \) strongly separates points in \( X \), but does not separate them uniformly.

Examples for which uniform separation holds will be given later.

It is probably worth pointing out that we had to distinguish between the concepts of a set and a sequence, in order to cover in the case of the latter the possibility of identical elements. At the same time, the order of elements in a sequence (usually quite important) makes no difference to us. In view of this, it is convenient to use the concept of a multi-set.

**Multi-sets.** A multi-set is a pair \((A, a)\) that consists of a set \( A \) and a function \( a(x) \) defined on \( A \) and taking values in the set of non-negative integers. (Intuitively, \( a(x) \) shows how many times the point \( x \) appears in \( A \), i.e., the multiplicity of \( x \) in \( A \).) The cardinality \(||(A, a)||\) of a multi-set \((A, a)\) is defined by

\[
||(A, a)|| = \sum_{x \in A} a(x).
\]

The intersection of multi-sets \((A, a)\) and \((B, b)\) is the multi-set \((A \cap B, a \land b)\), where

\[
(a \land b)(x) = \min\{a(x), b(x)\}.
\]
If \((A, a)\) is a multi-set and \(\varphi\) is a function defined on \(A\), then \(\varphi[(A, a)]\) is the multi-set \(\varphi[(A, a)] = (\varphi(A), \varphi \circ a)\), where

\[
(3.3) \quad \varphi \circ a(y) = \sum_{x \in \varphi^{-1}(y)} a(x), \quad \text{for } y \in \varphi(A).
\]

**Lemma 3.1.** A family \(F = \{\varphi\}\) uniformly separates points in \(X\) if and only if there exists \(\lambda, 0 < \lambda \leq 1\), satisfying the following condition. Let \((A, a)\) and \((B, b)\) be two disjoint multi-sets, \(|(A, a)| = |(B, b)| = m < \infty\). Then, there exists \(\varphi \in F\) satisfying the inequality

\[
(3.4) \quad |\varphi[(A, a)] \cap \varphi[(B, b)]| \leq (1 - \lambda)m.
\]

**Proof.** Write down the multi-set \((A, a)\) as a sequence \(x_1, \ldots, x_m\), where each term is repeated as many times as the value of the function \(a(x)\). Similarly, represent the set \((B, b)\) by \(y_1, \ldots, y_m\). Then, the set \(\varphi[(A, a)] \cap \varphi[(B, b)]\) is precisely the set that is removed from \(\varphi(x_1), \ldots, \varphi(x_m)\) according to the process described in the definition of uniform separation of points. So, if (3.4) holds, then after the removal, each one of the sequences \(\varphi(x_1), \ldots, \varphi(x_m)\) and \(\varphi(y_1), \ldots, \varphi(y_m)\) will contain at least \(\lambda m\) terms. Conversely, if there are \(\lambda m\) or more terms left, then for the number of terms removed (3.4) must hold.

**Separation of measures.** Let \(X\) be a set, \(\mathcal{M}\) an algebra of subsets of \(X\), \((X, \mathcal{M})\) a measure space. For a real-valued (finitely additive) measure \(\mu\) on \((X, \mathcal{M})\), \(||\mu||\) will denote the total variation of \(\mu\). We shall only consider measures with finite variations. If \(\varphi : X \to Y\) and \(\mathcal{N} = \{E \subset Y : \varphi^{-1}(E) \in \mathcal{M}\}\), then the measure \(\varphi \circ \mu\) on \((Y, \mathcal{N})\) is defined by

\[
(3.5) \quad \varphi \circ \mu(E) = \mu(\varphi^{-1}(E)), \quad E \in \mathcal{N}.
\]

Clearly, \(||\varphi \circ \mu|| \leq ||\mu||\). Formulas (3.4) and (3.5) show that under a mapping \(\varphi\) multiplicities in multi-sets and measures are transformed according to one and the same rule.

Let \(S\) be a class of measures \(\mu\) defined on \(X\) and \(F = \{\varphi\}\) be a family of functions defined in \(X\). We shall say that \(F\) uniformly separates measures of class \(S\) if there exists \(\lambda, 0 < \lambda \leq 1\), such that for each \(\mu\) in \(S\) one can find \(\varphi \in F\) so that

\[
(3.6) \quad ||\varphi \circ \mu|| \geq \lambda ||\mu||.
\]

The fact that (3.6) does define some sort of “separation” is intuitively obvious. Indeed, in forming the values of \(\varphi \circ \mu\), the values of \(\mu\) are “mixed”, and to the value of \(\varphi \circ \mu\) on a set \(E\) there may be contributions from values of \(\mu\) on disjoint sets \(\varphi^{-1}(E)\), on some of which \(\mu\) is positive, on others, negative. Hence, the decreasing of \(||\varphi \circ \mu||\) in comparison with \(||\mu||\). The inequality (3.6), on the other hand, states that such “mixing” is not very significant. More precisely, this is seen from the following. Let \(A\) and \(B\) be two disjoint sets in \(\mathcal{M}\) such that \(\mu\) takes positive values on subsets of \(A\) and negative values on subsets of \(B\): \(\mu(A_1) \geq 0\) for all \(A_1 \subset A\), \(A_1 \in \mathcal{M}\); \(\mu(B_1) \leq 0\) for all \(B_1 \subset B\), \(B_1 \in \mathcal{M}\); \(\mu(H) = 0\) for all \(H \in \mathcal{M}\), \(H \cap (A \cup B) = \emptyset\). Set \(C = \varphi(A) \cap \varphi(B), D = \varphi^{-1}(C) \cap \mathcal{A}, E = \varphi^{-1}(C) \cap \mathcal{B}, A_1 = A \setminus D, A' = \varphi(A_1) = \varphi(A) \setminus C, B_1 = B \setminus E, B' = \varphi(B_1) = \varphi(B) \setminus C\). The term “separation” will be justified if we show that some characteristic of the set
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In terms of the measure $\mu$ is small. Naturally, we assume that all of the sets introduced above belong to $\mathcal{M}$ or $\mathcal{N}$, accordingly. In particular, this imposes certain restrictions on the properties of $X$, $\mathcal{M}$, $\varphi$, and $\mu$. For $P \subset C$, let $P' = \varphi^{-1}(P) \cap D$, $P'' = \varphi^{-1}(P) \cap E$, and

\begin{equation}
\Theta(P) \overset{\text{def}}{=} \min \left( \mu(P'), -\mu(P'') \right).
\end{equation}

Consider a partition of $C$ into subsets $P_i$, $i = 1, \ldots, m$, such that $P_i \cap P_j = \emptyset$, $i \neq j$, $\bigcup_{j=1}^m P_i = C$, and define the number $\Theta$ by

\begin{equation}
\Theta = \inf \sum_{i=1}^m \Theta(P_i),
\end{equation}

where the infimum is taken over all partitions of set $C$. Clearly, $\Theta$ represents a certain characteristic in terms of the measure $\mu$ of the quantity $\varphi(A) \cap \varphi(B)$.

**Lemma 3.2.** With $\varphi$, $\mu$ and $\Theta$ as above,

\begin{equation}
\|\varphi \circ \mu\| = \|\mu\| - 2\Theta.
\end{equation}

**Proof.** We have

\[
\|\varphi \circ \mu\| = \|\varphi \circ \mu\|_{A'} + \|\varphi \circ \mu\|_{C} + \|\varphi \circ \mu\|_{B'},
\]

\[
= \varphi \circ \mu(A') + \|\varphi \circ \mu\|_{C} - \varphi \circ \mu(B') = \mu(A_1) - \mu(B_1) + \|\varphi \circ \mu\|_{C},
\]

\[
\|\varphi \circ \mu\|_{C} = \sup \sum_{i=1}^m |\varphi \circ \mu(P_i)| = \sup \sum_{i=1}^m |\mu(P_i') + \mu(P_i'')|,
\]

(sup is taken over all partitions of the set $C$, $P_i' = \varphi^{-1}(P_i) \cap D$, $P_i'' = \varphi^{-1}(P_i) \cap E$. The $P_i'$ give a partition of $D$, while the $P_i''$ give a partition of $E$). Continuing the above equality, we have

\[
\|\varphi \circ \mu\|_{C} = \sup \sum_{i=1}^m (\mu(P_i') - \mu(P_i'') - 2\Theta(P_i)) \sup \left[ \mu(D) - \mu(E) - 2 \sum_{i=1}^m \Theta(P_i) \right]
\]

\[
= \mu(D) - \mu(E) - 2 \inf \sum_{i=1}^m \Theta(P_i) = \mu(D) - \mu(E) - 2\Theta.
\]

From the latter equality we obtain

\[
\|\varphi \circ \mu\| = \mu(A_1) + \mu(D) - (\mu(B_1) + \mu(E)) - 2\Theta
\]

\[
= \mu(A) - \mu(B) - 2\Theta = \|\mu\| - 2\Theta.
\]

From this we immediately deduce the following analogue of Lemma 3.1.

**Lemma 3.3.** If a family $F$ uniformly separates measures in the class $S$, $\mu \in S$, and the assumptions of Lemma 3.2 hold, then there exists $\varphi \in F$ such that

\begin{equation}
2\Theta \leq (1 - \lambda)\|\mu\|.
\end{equation}

If $S$ consists of countably additive measures, then in order for a family of functions $F$ to uniformly separate measures in $S$, it is necessary and sufficient that there
exists \( \lambda > 0 \), such that under the assumptions of Lemma 3.3 the inequality (3.10) holds. Indeed, in the latter case we can use the Hahn decomposition of the measure \( \mu \):

\[
X = A \cup B, \quad A \cap B = \emptyset, \quad A_1 \subset A \Rightarrow \mu(A_1) \geq 0, \quad B_1 \subset B \Rightarrow \mu(B_1) \leq 0.
\]

In addition to the classes of measures \( C(X)\ast, B(X)\ast, \ell^1(X) \) introduced in §2, we consider several other classes. By \( \ell_K(X) \) we denote the class of those measures in \( \ell^1(X) \) that are supported on finite sets. If \( S \) is a class of measures, then by \( S_0 \) we denote the subclass of \( S \) consisting of those measures \( \mu \in S \) for which \( \mu(X) = 0 \).

**Lemma 3.4.** Let \( S, S' \) be two families of measures on a measurable space \((X, M)\), with \( S' \) dense in \( S \) (with respect to the norm). If a family of functions \( F = \{ \varphi \} \) uniformly separates measures in \( S' \), then it uniformly separates measures in \( S \) as well.

Note that no continuity assumptions are imposed on functions in \( F \).

**Proof.** Let \( \mu \in S \). For any \( \varepsilon > 0 \) there exists \( \mu' \in S' \) such that \( \| \mu - \mu' \| < \varepsilon \). Also, there exists \( \varphi \in F \) such that \( \| \varphi \circ \mu' \| \geq \lambda \| \mu' \| \). We have \( \| \varphi \circ \mu - \varphi \circ \mu' \| = \| \varphi \circ (\mu - \mu') \| \leq \| \mu - \mu' \| < \varepsilon \). Hence, \( \| \varphi \circ \mu \| \geq \| \varphi \circ \mu' \| - \varepsilon > \lambda \| \mu' \| - \varepsilon > \lambda \| \mu \| - (1 + \lambda) \varepsilon \). Since \( \varepsilon \) is arbitrary, there exists \( \varphi \in F \) satisfying \( \| \varphi \circ \mu \| \geq \lambda \| \mu \| \) for any \( \lambda' < \lambda \).

**Comparison of uniform separation of points and measures.** Let \( X \) be an arbitrary set and \( F = \{ \varphi \} \) be a family of functions on \( X \).

**Lemma 3.5.** The following statements are equivalent.

1. \( F \) uniformly separates points in \( X \).
2. \( F \) uniformly separates measures of class \( \ell^1_{K,0} \).
3. \( F \) uniformly separates measures of class \( \ell^1_0(X) \).

**Proof.** Let us show that 1 \( \Rightarrow \) 2. Let \( \mu \in \ell^1_{K,0} \), and let \( x_1, \ldots, x_k \) be those points at which atoms \( \mu_i \) of the measure \( \mu \) are positive while \( y_1, \ldots, y_\ell \) are the points where \( \mu_i < 0 \). In the latter case, set \( \nu_i = -\mu_i \). Obviously, in view of Lemma 3.4 it suffices to prove the inequality required in the definition of the separation of measures for the case when all numbers \( \mu_i \) and \( \nu_i \) are rational. Find the common denominator \( D \) for all those numbers, so \( \mu_i = \frac{r_i}{D} \), \( i = 1, \ldots, k \), \( \nu_i = \frac{R_i}{D} \), \( i = 1, \ldots, \ell \), where \( r_i, R_i \) are positive integers. Since \( \mu \in \ell^1_{0,K}(X) \),

\[
(3.11) \quad \sum_{i=1}^{k} r_i - \ell \sum_{i=1}^{\ell} R_i = 0.
\]

Denote the common value of \( \sum_{i=1}^{k} r_i = \sum_{i=1}^{\ell} R_i \) by \( m \) and consider the multi-sets \((A, a)\) and \((B, b)\), where \( A = \{x_1, \ldots, x_k\} \), \( a(x_i) = r_i \), \( i = 1, \ldots, k \); \( B = \{y_1, \ldots, y_\ell\} \), \( b(y_i) = R_i \), \( i = 1, \ldots, \ell \), so \( |(A, a)| = |(B, b)| = m \). Since family \( F \) uniformly separates points, there exists a function \( \varphi \in F \) satisfying (3.4).

Let us study the measure \( \alpha = D\mu \) and its image \( \beta = \varphi \circ \alpha \). Atoms of \( \alpha \) at points of the set \( A \) coincide with the multiplicities \( r_i \) of those points, while at points of \( B \) they coincide with the multiplicites \( R_i \) taken with the minus sign:
\[ \| \alpha \| = \sum_{i}^{k} r_{i} + \sum_{1}^{\ell} R_{i} = 2m. \] Consider a measure \( \beta \). According to the choice of \( \varphi \), (3.4) holds. If \( z \in \varphi(A) \setminus \varphi(A) \cap \varphi(B) \), then the atom of \( \beta \) at \( a \) is given by

\[ \beta(z) = \varphi \circ \alpha(z) = \sum_{x_{i} \in \varphi^{-1}(z)} r_{i}. \]

Similarly, if \( z \in \varphi(B) \setminus (A) \cap \varphi(B) \), then

\[ \beta(z) = \varphi \circ \alpha(z) = -\sum_{y_{i} \in \varphi^{-1}(z)} R_{i}. \]

Now, let \( z \in \varphi(A) \cap \varphi(B) \) and

\[ M \equiv \varphi \circ a(z) = \sum_{x_{i} \in \varphi^{-1}(z)} r_{i}, \quad N \equiv \varphi \circ b(z) = \sum_{y_{i} \in \varphi^{-1}(z) \cap B} R_{i}. \]

Consider the multi-set

\[ C = \varphi [(A, a)] \cap \varphi [(B, b)] = (\varphi(A) \cap \varphi(B), \varphi \circ a \land \varphi \circ b). \]

(3.4) implies that \(|C| \leq (1 - \lambda)m\). An atom of measure \( \beta \) at point \( z \) equals \( \pm |M - N| \) ("+" if \( M > N \) and "-" otherwise). The contribution of that atom to the variation of \( \beta \) is given by

\[ |M - N| = M + N - 2\varphi \circ a(z) \land \varphi \circ b(z). \]

Indeed, if \( M > N \), then \( \varphi \circ a(z) \land \varphi \circ b(z) = N \), and \( |M - N| = M - N = M + N - 2N \). The other case can be treated similarly. Using (3.12)-(3.15), we obtain

\[ \| \beta \| = \sum_{1}^{k} r_{i} + \sum_{1}^{\ell} R_{i} - \sum_{z \in \varphi(A) \cap \varphi(B)} \varphi \circ a(z) \land \varphi \circ b(z) = 2m - 2|C|. \]

(In fact, the argument shows that the number \( \Theta \) in (3.8) for the measure \( \alpha \) coincides with \(|C|\).) From (3.4) it now follows that \( \| \beta \| = \| \varphi \circ \alpha \| \geq \lambda 2m = \lambda \| \alpha \| \). Since measure \( \mu = \frac{\alpha}{D} \), the required inequality \( \| \varphi \circ \mu \| \geq \lambda \| \mu \| \) follows as well.

Let us show that \( 2 \Rightarrow 1 \). Indeed, if there are given two multi-sets \( (A, a) \) and \( (B, b) \) with \(|(A, a)| = |(B, b)| = m \), define measure \( \alpha \) by assigning to each point \( x_{i} \in A \) the atom \( a(x_{i}) = r_{i} \), and at each point \( y_{i} \in B \) the atom \( b(y_{i}) = -R_{i} \). If \( \varphi \) is a function in \( F \) such that \( \| \beta \| = \| \varphi \circ \alpha \| \geq \lambda \| \alpha \| \), then from (3.10) we obtain \( |C| \leq (1 - \lambda)m \), i.e., (3.4).

The equivalence \( 2 \Leftrightarrow 3 \) follows from Lemma 3.4. Since all of the above classes \( S \) of measures contain the class \( \mathcal{I}_{0,K}^{1} \), uniform separation of measures of any such class \( S \) implies uniform separation of points, and, all the more so, strong separation of points. Now we can somewhat refine Theorems 2.5 and 2.6.

Uniform separation of points and discrete measures and superpositions of bounded functions. Let \( X, X_{1}, \ldots, X_{N} \) be sets, and let \( \varphi_{i} : X \to X_{i}, i = 1, \ldots, N \), be mappings. The following theorem is a refinement of Theorem 2.6.
Theorem 3.6. The following conditions are equivalent.
1. An arbitrary function \( f(x) \in B(X) \) can be represented in the form
\[
(3.17) \quad f(x) = g_1 \circ \varphi_1(x) + \cdots + g_N \circ \varphi_N(X), \quad g_i \in B(X_i), \quad i = 1, \ldots, N.
\]
2. The family \( F = \{\varphi_1, \ldots, \varphi_N\} \) uniformly separates points in \( X \).
3. The family \( F \) uniformly separates measures of class \( \ell^1(X) \).
4. The family \( F \) uniformly separates measures of class \( \ell_0^1(X) \).
5. The family \( F \) uniformly separates measures of class \( \ell^1_k(X) \).
6. The family \( F \) uniformly separates measures of class \( \ell^1_{k,0}(X) \).
7. The family \( F \) uniformly separates measures of class \( B(X)^* \).
8. The family \( F \) uniformly separates measures of class \( B_0(X)^* \).

Proof. The equivalences 1 \( \iff \) 3 \( \iff \) 7 are contained in Theorem 2.6. The equivalence 3 \( \iff \) 5 follows from Lemma 3.4. Let us show that 1 \( \iff \) 8. Let \( \mathbb{R}^1 \) be, as usual, the set of real numbers interpreted as a closed subspace in \( B(X) \) or \( B(X_i) \). Consider the quotient spaces
\[
\tilde{B}(X) = B(X)/\mathbb{R}^1, \quad \tilde{B}(X_i) = B(X_i)/\mathbb{R}^1.
\]
Clearly, (3.17) is equivalent to the same equality understood in terms of equivalence classes from \( B(X) \) and \( \tilde{B}(X_i) \). As in Theorem 2.2 (and also 2.1), construct the space \( G \) only using \( \tilde{B}(X_i) \) instead of \( B(X_i) \). The dual space of \( G \) is \( G^* = B_0^*(X_1) \times \cdots \times B_0^*(X_N) \), where for \( \nu = (\nu_1, \ldots, \nu_N) \), \( \nu_i \in B_0^*(X_i) \), we have \( \|\nu\| = \max_{1 \leq i \leq N} \|\nu_i\| \).

Then, following the scheme of the proof of Theorem 2.2, we find that (3.17) for equivalence classes is equivalent to existence of \( \lambda > 0 \) such that for an arbitrary \( \mu \in B_0^*(X) \)
\[
\max_{1 \leq i \leq N} \|\varphi_i \circ \mu\| \geq \lambda \|\mu\|,
\]
i.e., 1 \( \iff \) 8. Similarly, arguing as in the proof of Theorem 2.3 for spaces \( \tilde{B}(X_i) \) we show that 1 \( \iff \) 4. But from Lemma 3.4 it follows that 4 \( \iff \) 6, whereas from Lemma 3.5 4 \( \iff \) 2. The proof is now complete.

Uniform separation of regular Borel measures and superpositions of continuous functions. In the case when \( X, X_i, i = 1, \ldots, N \), are compact spaces and \( \varphi_i : X \to X_i \) are continuous, we can slightly extend Theorem 2.5.

Theorem 3.7. The following are equivalent.
1. For all \( f \in C(X) \) the following representation holds:
\[
(3.18) \quad f(x) = g_1 \circ \varphi_1(x) + \cdots + g_N \circ \varphi_N(X), \quad g_i \in C(X_i).
\]
2. The family \( F = \{\varphi_1, \ldots, \varphi_N\} \) uniformly separates regular Borel measures (i.e., measures of class \( C(X)^* \)).
3. The family \( F \) uniformly separates measures of class \( C(X)_0^* \).

Proof. 1 \( \iff \) 2 follows from Theorem 2.5. 1 \( \iff \) 3 is seen by applying quotient spaces as in the previous theorem. One has to consider spaces \( \tilde{C}(X_i) = C(X_i)/\mathbb{R}^1 \) and argue according to the scheme in the proof of Theorem 2.1.

All the notions and results in this section are taken from Y. Sternfeld’s papers [133] and [134].
§4. Constructing function families separating Borel measures

Let us first agree on some convenient terminology and notation.

(a) A family of subsets $\mathcal{U}$ of a topological space $X$ is called discrete if all the closures of sets in $\mathcal{U}$ are pairwise disjoint.

(b) A function $\varphi$ separates a family $\mathcal{U}$ of subsets of a topological space if for any two sets $V_1 \in \mathcal{U}$ and $V_2 \in \mathcal{U}$, $\varphi \left[ V_1 \right] \cap \varphi \left[ V_2 \right] = \emptyset$ (here, we are dealing with yet another type of separation).

(c) If $\mathcal{U}_1, \ldots, \mathcal{U}_k$ are $k$ families of subsets of a set $X$, we say that they cover $X$ $n$ times ($n \leq k$) if all $x \in X$ belong to some sets from families $\mathcal{U}_i$ for at least $n$ indices $i$.

(d) If $\mathcal{U}$ is a family of subsets of a metric space $X$, then $\delta \left( \mathcal{U} \right)$ denotes the least upper bound of diameters of sets in $\mathcal{U}$.

The following lemma is obvious.

**Lemma 4.1.** Let $X$ be a set and $\{ \mathcal{U}_i \}_{i=1}^k$ be $k$ families of subsets of $X$. The following statements (a), (b), (c), (d) are equivalent, and all of them imply (e).

(a) $\{ \mathcal{U}_i \}_{i=1}^k$ covers $X$ $n$ times.

(b) Any $k - n + 1$ families out of $\{ \mathcal{U}_i \}_{i=1}^k$ cover $X$ one (sic!) time.

(c) $\sum_{i=1}^k 1_{\mathcal{U}_i}(x) \geq n$ for all $x \in X$, where $1_E(x) = \begin{cases} 1, & x \in E, \\ 0, & x \in X \setminus E, \end{cases}$ is the characteristic function of a set $E$.

(From now on, we often shall not distinguish between a system $\mathcal{U}_i$ and a set of points from the union of all sets in $\mathcal{U}_i$.)

(d) If all $\mathcal{U}_i$ belong to an algebra on which there is defined a probability measure $\mu$, then

$$\sum_{i=1}^k \mu \left( \mathcal{U}_i \right) \geq n.$$

(e) Under the assumptions of (d), for any probability measure $\mu$ on $X$ there exists $i_0$, $1 \leq i_0 \leq k$, such that $\mu \left( \mathcal{U}_{i_0} \right) \geq n/k$.

The following lemma sheds some light on constructing systems of functions separating Borel measures.

**Lemma 4.2.** Let $X$ be a compact metric space, and let $F = \{ \varphi_i \}_{i=1}^k$ be a family of continuous functions on $X$. If for each $\epsilon > 0$ there exist $k$ finite discrete families $\mathcal{U}_1, \ldots, \mathcal{U}_k$ of subsets of $X$ such that

(4.1) $\{ \mathcal{U}_i \}_{i=1}^k$ covers $X \left[ \lfloor \frac{n}{2} \rfloor + 1 \right]$ times,

(4.2) $\delta \left( \mathcal{U}_i \right) < \epsilon$, $1 \leq i \leq k$;

(4.3) the $\varphi_i$ separate sets of the system $\mathcal{U}_i$, $1 \leq i \leq k$,

then the family $F$ uniformly separates regular Borel measures on $X$ (with constant $\lambda = 1/k$).

**Proof.** We must show that for any $\mu \in C(X)^*$ there exists an index $i$, $1 \leq i \leq k$, such that $\| \varphi_i \circ \mu \| \geq (1/k)\| \mu \|$. Let $\mu = \mu^+ - \mu^-$ be the Jordan decomposition of the measure $\mu \in C(X)^*$. Since measures in $C(X)^*$ are regular, those measures for which the closed supports $S(\mu^+)$ and $S(\mu^-)$ of $\mu^+$ and $\mu^-$ do not intersect form a dense (with respect to the norm) set in $C(X)^*$. In view of Lemma 3.4 it suffices
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to check our condition for those measures. Let $\mu$ be such a measure, and $\varepsilon > 0$ be the distance between $S(\mu^+)$ and $S(\mu^-)$. Assume $\|\mu\| = 1$, and hence $|\mu|$ (the variation of $\mu$) is a probability measure. Consider the families $U_i$, $i = 1, \ldots, k$, that form the covering guaranteed by the assumptions of the lemma with the given $\varepsilon$. Since $\delta(U_i) < \varepsilon$, none of the sets in the system $U_i$ can simultaneously intersect $S(\mu^+)$ and $S(\mu^-)$. In view of (4.1) and (e) of the previous lemma, there exists $i_0$, $1 \leq i_0 \leq k$, such that

$$|\mu|(U_{i_0}) \geq \frac{1}{k} \left( \left[ \frac{k}{2} \right] + 1 \right) \geq \frac{1}{k} \left( \frac{k}{2} + \frac{1}{2} \right) = \frac{1}{2} + \frac{1}{2k}. \quad (4.4)$$

Since each of the sets in $U_{i_0}$ can only intersect one of the sets $S(\mu^+)$ and $S(\mu^-)$ while $\varphi_{i_0}$ separates sets in $U_{i_0}$, we have

$$||\varphi_{i_0}|_{U_{i_0}} \circ \mu|| = |\mu|(U_{i_0}) \geq \frac{1}{2} + \frac{1}{2k}. \quad (4.5)$$

(Here, $\varphi_{i_0}|_{U_{i_0}}$ is the restriction of $\varphi_{i_0}$ to $U_{i_0}$.) By (4.4),

$$|\mu|(X \setminus U_{i_0}) \leq \frac{1}{2} - \frac{1}{2k}. \quad (4.6)$$

Therefore, in view of (4.5) and (4.6) we obtain

$$||\varphi_{i_0} \circ \mu|| \geq ||\varphi_{i_0}|_{U_{i_0}} \circ \mu|| - |\mu|(X \setminus U_{i_0}) \geq \frac{1}{2} + \frac{1}{2k} - \left( \frac{1}{2} - \frac{1}{2k} \right) = \frac{1}{k}$$

and thus $F$ uniformly separates Borel measures with constant $\lambda = 1/k$.

Ties to dimension. In view of Lemma 4.1 (for $n = [\frac{k}{2}] + 1$) each of $k - [\frac{k}{2}] = [\frac{k+1}{2}]$ families $U_i$, $1 \leq i \leq k$, forms a covering of $X$. Naturally, for each of those coverings no more than $[\frac{k+1}{2}] \leq [\frac{k}{2}] + 1$ of the covering sets have a non-empty intersection (one from each family $U_i$). So, the presence of the systems $\{U_i\}_1^k$ with properties (4.1) and (4.2) implies that $\dim X \leq [\frac{k}{2}]$ (cf. [72a]). We shall make use of the following converse statement from dimension theory (Ostrand [114]).

**Lemma 4.3.** Let $X$ be a compact metric space, $\dim X = n$ and $k \geq n + 1$, while $\varepsilon > 0$. There exist $k$ finite discrete families $\{U_i\}_1^k$ of subsets of $X$ covering $X$ $k - n$ times such that $\delta(U_i) < \varepsilon$, $i = 1, \ldots, k$.

**Constructing separating families (continued).**

**Theorem 4.4.** Let $X$ be a compact metric space of dimension $n$. Quasi-all collections $(\varphi_1, \ldots, \varphi_{2n+1}) \in C(X)^{2n+1}$ uniformly separate Borel measures on $X$.

**Proof.** According to Lemma 4.3 construct the systems $\{U_{i,m}\}$, $i = 1, \ldots, 2n + 1$, $m = 1, 2, \ldots$, satisfying the following properties:

(a) Each $U_{i,m}$ is a finite discrete family.

(b) For each $m$, the families $\{U_{i,m}\}_{i=1}^{2n+1}$ cover $X$ $n + 1 = \left[ \frac{2n + 1}{2} \right] + 1$ times.

(c) As $m \to \infty$, $\delta(U_{i,m}) \to 0$, $i = 1, \ldots, 2n + 1$. 
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Denote by $A_N$ a subset in $C(X)^{2n+1}$ consisting of the collections $(\varphi_1, \ldots, \varphi_{2n+1})$ for which there exists $m \geq N$ such that $\{\varphi_i\}$ separate sets in the system $U_{i,m}$, $i = 1, \ldots, 2n + 1$. Let us show that $A_N$ is an open and everywhere dense set in $C(X)^{2n+1}$. Let $(\varphi_1, \ldots, \varphi_{2n+1}) \in A_N$. For some $m \geq N$ the functions $\varphi_i$ separate sets $U_{i,m}$, $i = 1, \ldots, 2n + 1$. If $\varepsilon_i$ is the minimal distance between $\varphi_i(U)$ and $\varphi_i(V)$, where $U \neq V$ run over $U_{i,m}$, then in view of the discreteness of the system $U_{i,m}$ we have $\varepsilon_i > 0$, and hence $\varepsilon = \min_i \varepsilon_i > 0$. If a collection $(\psi_1, \ldots, \psi_{2n+1})$ from $C(X)^{2n+1}$ satisfies $\|\psi_i - \varphi_i\| < \frac{\varepsilon}{2}$, it is easily seen that the $\psi_i$ separate $U_{i,m}$. This proves that $A_N$ is open in $C(X)^{2n+1}$.

Now, let $(\tau_1, \ldots, \tau_{2n+1})$ be an arbitrary collection in $C(X)^{2n+1}$. We must show that arbitrarily close to it there exist collections from $A_N$. Since $\delta(U_{i,m}) \to 0$, for all $\varepsilon > 0$ we can find $m \geq N$ such that the oscillations of functions $\tau_i$ on sets from $U_{i,m}$ do not exceed $\varepsilon/2$.

Consider all the sets $U_{i,j}$ that form the system $U_{i,m}$, and for each of them define a rational number $r_{i,j}$ such that $\|\tau_i - \tau_{i,j}\|_{U_{i,j}} < \varepsilon$. Take all the numbers $r_{i,j}$ to be different. By the Tietze-Urysohn theorem construct a function $\varphi_i \in C(X)$ for which $\|\varphi_i - \tau_i\| < \varepsilon$, while $\varphi_i|_{U_{i,j}} = r_{i,j}$. Since all the numbers $r_{i,j}$ are different, the function $\varphi_i$ separates sets of the system $U_{i,m}$. Repeating this construction for all $i$, we obtain a collection $(\varphi_1, \ldots, \varphi_{2n+1}) \in A_N$ whose distance from $(\tau_1, \ldots, \tau_{2n+1})$ is smaller than $\varepsilon$. The set $A := \bigcap_{N=1}^{\infty} A_N$ consists of quasi-all vectors in the space $C(X)^{2n+1}$. Each collection $(\varphi_1, \ldots, \varphi_{2n+1}) \in A_N$ separates sets of systems $U_{i,m}$ for an infinite set of indices $m$. Since $\delta(U_{i,m}) \to 0$, according to Lemma 4.2 such a family $F = (\varphi_1, \ldots, \varphi_{2n+1})$ uniformly separates Borel measures on $X$, and the theorem is proved.

A generalization of Kolmogorov's theorem. The Ostrand–Tikhomirov theorem. From the previous theorem and Theorem 3.7 there follows the following generalization of Kolmogorov's theorem, due to Tikhomirov [87] and Ostrand [114].

THEOREM 4.5. Let $X$ be a compact metric space of dimension $n$. For quasi-all collections $(\varphi_1, \ldots, \varphi_{2n+1}) \in C(X)^{2n+1}$ the following holds: For any $f(x) \in C(X)$ there exist functions $g_1, \ldots, g_{2n+1}, g_i \in C[\varphi_i(X)]$, such that

$$f(x) = g_1(\varphi_1(X)) + \cdots + g_{2n+1}(\varphi_{2n+1}(x)).$$

COROLLARY 4.6. Under the assumptions of Theorem 4.5, for each $f(x) \in B(X)$ there exist functions $g_1, \ldots, g_{2n+1}, g_i \in B[\varphi_i(X)]$, so that (4.7) holds.

Further generalizations. Combining the above arguments, together with certain considerations used in the proof of Kolmogorov's theorem, one can obtain even more general results (Ostrand [114]).

LEMMA 4.7. Let $X = X_1 \times \cdots \times X_L$, where $X_j$, $j = 1, \ldots, L$, are compact metric spaces. For each $j$, $1 \leq j \leq L$, let $\{U_{i,m}^j\}$, $m = 1, 2, \ldots$, be a sequence of finite discrete families of subsets of $X_j$ and $\delta(U_{i,m}^j) \to 0$ as $m \to \infty$. Let $U_m$, $m = 1, 2, \ldots$, be a family of subsets of $X$ defined by

$$U_m = \{U^1 \times \cdots \times U^L, U^j \in U_{i,m}^j\}.$$
Finally, let $\lambda_1, \ldots, \lambda_L$ be real, rationally independent numbers. Quasi-all collections $(\tau_1, \ldots, \tau_L)$ in $C(X_1) \times \cdots \times C(X_L)$ satisfy the following property: the functions

$$\varphi(x_1, \ldots, x_L) = \sum_{j=1}^{L} \lambda_j \tau_j(x_j)$$

separate sets of the system $\mathcal{U}_m$ for infinitely many indices $m$. If $X_1 = \cdots = X_L$ and $\mathcal{U}_m^1 = \cdots = \mathcal{U}_m^L$, then for quasi-all functions $\tau \in C(X_1)_L$ the functions

$$\varphi(x_1, \ldots, x_L) = \sum_{j=1}^{L} \lambda_j \tau(x_j)$$

separate sets $\mathcal{U}_m$ for infinitely many indices $m$.

**Theorem 4.8.** Let $X = X_1 \times \cdots \times X_L$, where $X_j$ are compact metric spaces of dimension $n_j$, $j = 1, \ldots, L$. Set $n = \sum_{1}^{L} n_j$. There exist functions $\psi_{i,j} \in C(X_j)$, $i = 1, \ldots, 2n + 1$, $j = 1, \ldots, L$, so that any function $f \in C(X)$ can be represented in the form

$$(4.8) \quad f(x_1, \ldots, x_L) = \sum_{i=1}^{2n+1} g_i \left( \sum_{j=1}^{L} \psi_{i,j}(x_j) \right), \quad \text{where } g_i \in C(\mathbb{R}).$$

If $X_1 = X_2 = \cdots = X_L$ and $\lambda_1, \ldots, \lambda_L$ are rationally-independent numbers, then $\psi_{i,j}$ can be chosen to be $\lambda_j \varphi_i$, $\varphi_i \in C(X_1)$, and $n = n_1 L$. For $f(x_1, \ldots, x_L) \in C(X_1^L)$, we then have the representation

$$(4.9) \quad f(x_1, \ldots, x_L) = \sum_{1}^{2n+1} g_i \left( \sum_{j=1}^{L} \lambda_j \varphi_i(x_j) \right).$$

Setting $X_1 = I$, $n_1 = 1$, $n = L$, we obtain from (4.9) Kolmogorov's formula (1.1), although, generally speaking, all the $g_i$ may now be different.

To prove Theorem 4.8, one has to combine Lemma 4.3 and Theorem 4.4 (the latter must be applied several times). We omit the details.

**Corollary 4.9.** The last theorem holds if we consider $f(x_1, \ldots, x_L) \in B(X)$ and $g_i \in B(\mathbb{R})$.

The entire contents of this section is taken from Sternfeld’s paper [134].

§5. Dimension and the number of terms in the Kolmogorov representation

The following natural question arises in connection with the theorems of Kolmogorov, Ostrand, and Tikhomirov. Is it possible in the representation of an arbitrary function $f(x) \in C(X)$ on an $n$-dimensional compact space $X$ by the formula

$$f(x) = \sum_{1}^{N} g_i (\varphi_i(x)),$$
where \( \varphi_i(x) \in C(X) \) and \( g_i \in C(\varphi_i(X)) \), to have the number of terms \( N < 2n + 1 \)? For a long time only two partial results have been known, relating to functions of two variables on the square \( I^2 \). In [39], Doss proved that for arbitrary monotone continuous functions \( \varphi_{pq}(x), p = 1, 2, q = 1, \ldots, 4 \), there exists a function \( f(x_1, x_2) \in C(I^2) \) that cannot be represented in the form

\[
f(x_1, x_2) = \sum_{q=1}^{4} g_q [\varphi_{1q}(x_1) + \varphi_{2q}(x_2)], \quad g_q \in C(\mathbb{R}).
\]

Bassalygo [22] showed that for every collection \( \{\varphi_i(x_1, x_2)\} \subset C(I^2), i = 1, 2, 3 \), there exists \( f(x_1, x_2) \in C(I^2) \) that cannot be represented by (5.1) with \( N = 3 \).

The possibility of representation (5.1) implies, in particular, that the collection of functions \( (\varphi_1(x), \ldots, \varphi_N(x)) \) defines a homeomorphic embedding of the \( n \)-dimensional compact space \( X \) into \( \mathbb{R}^N \). The possibility of such an embedding of an \( n \)-dimensional \( X \) into \( \mathbb{R}^{2n+1} \) is an old result of dimension theory: the Menger–Nöbeling theorem ([72a, p.89]). However, for a particular compact space, the dimension \( 2n + 1 \) can sometimes be lowered. For example, \( I^n \) can be embedded into \( \mathbb{R}^n \) by the identity map. At the same time, functions \( \varphi_i(x) \) providing the representation (5.1) not only separate points on \( X \) (which is necessary for the embedding to be a homeomorphism), but also, according to Theorem 3.7, uniformly separate Borel measures. As it turns out, for such systems the number \( 2n + 1 \) clearly becomes a rigid characteristic of the dimension \( n \).

**Theorem 5.1.** If \( \dim X = n \ (n \geq 1) \) and a system of functions \( \varphi_i(x) \in C(X), i = 1, \ldots, N \), uniformly separates Borel measures on \( X \), then \( N \geq 2n+1 \), and there exists a system of \( (2n + 1) \) functions that does so.

Thus, for the representation (5.1) to hold for all \( f(x) \in C(X) \) when \( \dim X = n \), it is necessary that \( N \geq 2n + 1 \). Theorem 5.1 (its first part—the second part is the theorem of Ostrand and Tikhomirov) was proved by Sternfeld. First, in [132], Bassalygo's result was improved to \( N = 4 \); later in [132] the theorem was proved for \( n = 2, 3, 4 \); and finally, in [135] it was established in full generality by a rather tedious argument.

Even a stronger result holds:

**Theorem 5.2.** If \( \dim X = n \geq 2 \), then any system of functions \( \varphi_i(x) \in C(X), i = 1, \ldots, N \), uniformly separating points in \( X \) contains at least \( 2n + 1 \) functions: \( N \geq 2n + 1 \).

Thus, the condition \( \dim X = n \) is characterized by the fact that in (5.1), or in a similar representation for an arbitrary function \( f(x) \in B(X) \) and with \( g_i \in B(\mathbb{R}) \), there are at least \( 2n + 1 \) terms. This is a complete solution of the questions about the possibility of decreasing the number of terms in the Kolmogorov–Ostrand–Tikhomirov representation (and, moreover, obtained without appealing to any special structure of inner functions in Kolmogorov’s theorem for \( X = I^n \)).

**The dimension of \( X \) and the structure of \( C(X) \).** For a fixed \( \varphi(x) \in C(X) \), consider the set \( A = \{g(\varphi(x)), g \in C(\mathbb{R})\} \). \( A \) is a closed subalgebra of \( C(X) \) that contains constants and is generated by one element \( \varphi(x) \). Conversely, any closed subalgebra of \( C(X) \) generated by one element \( \varphi(x) \) and containing constants is of the form \( \{g(\varphi(x)), g \in C(\mathbb{R})\} \). Theorem 5.1 can be reformulated in the following way.
THEOREM 5.3. \( \dim X = n \) if and only if \( C(X) \) can be represented by an algebraic sum of \( 2n+1 \) closed subalgebras, each of which is generated by one element and cannot be represented by such a sum with less than \( 2n+1 \) subalgebras.

§6. Other types of separation

Which notion of separation of measures or points corresponds to those theorems on representations by superpositions in which, as in Theorems 1.1 and 1.2, the outer function is the same for all terms? Let \( X, X_i, i = 1, \ldots, N, \) be compact spaces, let \( \varphi_i : X \to X_i \) be continuous mappings. Suppose that the topologies in \( X_i \) are coordinatized in the following sense: If \( X_i \cap X_j \neq \emptyset, \) then the topologies induced in \( X_i \cap X_j \) by those in \( X_i \) and \( X_j \) coincide. Set \( Z = \bigcup_{j=1}^{N} X_j \) with the natural topology on \( Z \) defined by taking the union of the topologies on the \( X_j. \) To each \( g \in C(Z) \) we relate a function \( f \in C(X) \) by the formula

\[
(6.1) \quad f(x) = \sum_{i=1}^{N} g(\varphi_i(x)).
\]

THEOREM 6.1. In order that for all \( f \in C(X) \) representation (6.1) hold with some \( g \in C(Z), \) it is necessary and sufficient that there exists a constant \( \lambda, \) \( 0 < \lambda \leq N, \) such that for any \( \mu \in C(X)^\ast \)

\[
(6.2) \quad \|\nu\| \geq \lambda \|\mu\|, \quad \text{where} \quad \nu = \sum_{i=1}^{N} \varphi_i \circ \mu \quad (\nu \in C(Z)^\ast).
\]

PROOF. Consider an operator \( A : C(Z) \to C(X) \) that associates to each \( g(z) \in C(Z) \) the function \( f(x) \in C(X) \) by formula (6.1). The adjoint operator \( A^\ast : C(X)^\ast \to C(Z)^\ast \) acts by the formula \( \mu \in C(X)^\ast \mapsto \nu = \sum_{i=1}^{N} \varphi_i \circ \mu. \) This can be checked by direct arguments similar to those in Theorems 3.6 and 3.7. Thus, the inequality (6.2) is a sufficient condition for surjectivity of the operator \( A. \) That \( \lambda \) cannot be larger than \( N \) follows directly from the inequality \( \|\varphi_i \circ \mu\| \leq \|\mu\|. \)

REMARK. The reader may be somewhat puzzled by the fact that now \( \lambda \leq N, \) whereas in Theorems 3.6 and 3.7 it was \( \lambda \leq 1. \) Here is a simple explanation. For the sake of clarity, let \( X_1 = \cdots = X_N = Z. \) In Theorems 3.6 and 3.7 we took \( C = C(X_1) \times \cdots \times C(X_N), \) while for \( g = (g_1, \ldots, g_N) \in C, \) \( \|g\| \) means \( \sum_{i=1}^{N} \|g_i\|, \) and accordingly, in \( C^\ast \) for \( \nu = (\nu_1, \ldots, \nu_N) \) we had \( \|\nu\| = \max_{1 \leq i \leq N} \|\nu_i\|. \) So, for \( \mu \in C(X)^\ast \) and \( \nu = A^\ast \mu = (\varphi_1 \circ \mu, \ldots, \varphi_N \circ \mu) \in C^\ast \) we had the inequality \( \|\nu\| = \max_{i} \|\varphi_i \circ \mu\| \leq \|\mu\|, \) and hence \( \lambda \) could not exceed 1. This also meant that for \( \tilde{g} \in C, \) \( \|\tilde{g}\| = \sum_{i=1}^{N} \|g_i\| \leq 1, \) we had

\[
|\langle A\tilde{g}, \mu \rangle| = |\langle \tilde{g}, A^\ast \mu \rangle| = \left| \sum_{i=1}^{N} \int_{X_i} g_i d(\varphi_i \circ \mu) \right| \leq \max_{1 \leq i \leq N} \|\varphi_i \circ \mu\| \leq \|\mu\|.
\]
Now, if all $g_i = g$, $i = 1, \ldots, N$, and still $\|\tilde{g}\| = N\|g\| \leq 1$, the latter inequality implies $|\langle \tilde{g}, \nu \rangle| \leq \|\mu\|$. However, if $\|g\| \leq 1$, as in Theorem 6.1, this last estimate increases by a factor of $N$.

Of course, inequality (6.2) implies to some extent a condition of separation of measures that is naturally stronger than uniform separation. This separation can be characterized in a way similar to Lemmas 3.1–3.3. For a measure $\mu$ let $X = S^+ \cup S^-$, $S^+ \cap S^- = \emptyset$, and for each $E \subset S^+$ let $\mu(E) > 0$, while $\mu(E) < 0$ for each $E \subset S^-$ ($S^+$, $S^-$ is the Hahn decomposition for the measure $\mu$). Let $P \subset \mathbb{Z}$ and $E_i^+ = \varphi_i^{-1}(P) \cap S^+$, $E_i^- = \varphi_i^{-1}(P) \cap S^-$. For the measure $\nu = \sum_{i=1}^{N'} \varphi_i \circ \mu$ we have

$$\nu(P) = \sum_{i=1}^{N} \mu(E_i^+) + \mu(E_i^-).$$

Set

$$(6.3) \quad \Theta(P) = \min \left( \sum_{i=1}^{N} \mu(E_i^+), \sum_{i=1}^{N} |\mu(E_i^-)| \right).$$

Then,

$$(6.4) \quad |\nu(P)| = \sum_{j=1}^{N} \mu(E_i^+) + \sum_{j=1}^{N} |\mu(E_i^-)| - 2\Theta(P).$$

Consider a partition of $\mathbb{Z}$ : $\mathbb{Z} = \bigcup_{j} P_j$, and let

$$(6.5) \quad E_i^{j+} = \varphi_i^{-1}(P_j) \cap S^+, \quad E_i^{j-} = \varphi_i^{-1}(P_j) \cap S^-.$$ 

Then for a fixed $i$, the sets $E_i^{j+}$ form a partition of $S^+$, while the $E_i^{j-}$ form one for $S^-$. Finally, define the number $\Theta$ by

$$(6.6) \quad \Theta = \Theta(\mu) = \inf \sum_{j} \Theta(P_j),$$

where the infimum is taken over all partitions of $\mathbb{Z}$. The next statement follows immediately.

**Lemma 6.2.** If a measure $\nu = \sum_{i=1}^{N} \varphi_i \circ \mu$, then

$$(6.7) \quad \|\nu\| = N\|\mu\| - 2\Theta(\mu).$$
PROOF. Indeed, for a given partition $Z$ into sets $P^j$ we have

$$\sum_j |\nu(P^j)| = \sum_j \left[ \sum_{i=1}^N \mu\left(E^j_{i+}\right) + \sum_{i=1}^N \left| \mu\left(E^j_{i-}\right) \right| - 2\Theta(P^j) \right]$$

$$= \sum_{i=1}^N \sum_j \left[ \mu\left(E^j_{i+}\right) + \left| \mu\left(E^j_{i-}\right) \right| \right] - 2 \sum_j \Theta(P^j)$$

$$= N \left[ \mu(S^+) + \left| \mu(S^-) \right| \right] - 2 \sum_j \Theta(P^j) = N \|\mu\| - 2 \sum_j \Theta(P^j).$$

Taking the supremum over all portions of $Z$, we obtain (6.7).

An immediate corollary is the following lemma.

**Lemma 6.3.** The separation condition (6.2) is equivalent to the following inequality holding for all $\mu \in C(X)^*$:

$$2\Theta(\mu) \leq (N - \lambda)\|\mu\|.$$

Now, let $X$, $X_i$, $i = 1, \ldots, N$, be arbitrary sets, and let $\varphi_i : X \to X_i$ be mappings. Let $Z = \bigcup_{i=1}^N X_i$. Arguing as above, we obtain the following result.

**Theorem 6.4.** In order that for all $f \in B(X)$ the representation (2.39) hold with some $g \in B(Z)$, it is necessary and sufficient that there exists a constant $\lambda$, $0 < \lambda \leq N$, such that for all $\mu \in \ell^1(X)$

(6.8) $$\|\nu\| \geq \lambda\|\mu\|, \quad \text{where} \quad \nu = \sum_{i=1}^N \varphi_i \circ \mu \quad (\nu \in B(Z)^*).$$

The inequality (6.8) is equivalent to (6.2) for $\mu \in \ell^1(X)$.

**Corollary 6.5.** If, under the assumptions of Theorem 6.1, for each $f(x) \in C(X)$ the representation (6.1) holds with some $g \in C(Z)$, then for any $f(x) \in B(X)$ the representation (6.1) also holds with some $g \in B(Z)$.

**Corollary 6.6.** Under the assumptions of Kolmogorov's theorem, for each $f(x) \in B(I^n)$ the representation (1.1) holds with some $g \in B(I)$.

(Corollary 6.6 slightly sharpens Corollary 2.8.)

**More on separation.** Again, let $X$, $X_i$ be compact spaces, $\varphi_i : X \to X_i$, $i = 1, \ldots, N$, continuous mappings. Let $D_i$ be a Banach space, $D_i \subset C(X_i)$ (the inclusion is understood in the set-theoretic sense only). We also assume that there exist constants $d_i > 0$ such that for $g \in D_i$ we have the inequality $\|g\|_{C(X_i)} \leq d_i \|g\|_{D_i}$. This implies, in particular, that any linear functional continuous on $D_i$ with respect to the norm on $C(X_i)$ is also continuous on $D_i$ with respect to its own norm. Thus, a regular Borel measure $\nu$ on $X_i$ defines on $D_i$ a continuous functional, whose norm on $D_i$ we shall denote by $\|\nu\|_{D_i}$. Clearly, it is possible that $\|\nu\| > 0$ while $\|\nu\|_{D_i} = 0$. 
§6. OTHER TYPES OF SEPARATION

Consider the natural question of whether it is possible to represent an arbitrary \( f(x) \in C(X) \) in the form

\[
(6.9) \quad f(x) = \sum_{i=1}^{N} g_i(\varphi_i(x)), \quad g_i \in D_i.
\]

**THEOREM 6.7.** In order that an arbitrary \( f(x) \in C(X) \) be representable by (6.9), it is necessary and sufficient that there exists \( \lambda > 0 \) such that for any \( \mu \in C(X)^* \) and some index \( i, 1 \leq i \leq N \),

\[
(6.10) \quad \|\varphi_i \circ \mu\|_{D_i} \geq \lambda \|\mu\|.
\]

Now consider the situation in Theorem 6.1, let \( D \subset C(Z) \) be a Banach space, and let there exist \( d > 0 \) such that for \( g \in D, \|g\|_{C(Z)} \leq d\|g\|_D \). A regular Borel measure \( \nu \) on \( Z \) defines a continuous linear functional on \( D \), whose norm we denote by \( \|\nu\|_D \).

**THEOREM 6.8.** In order that in the situation of Theorem 6.1 the representation (6.1) for arbitrary \( f \in C(X) \) hold with \( g \in D \), it is necessary and sufficient that there exists \( \lambda > 0 \) such that for any \( \mu \in C(X)^* \),

\[
(6.11) \quad \left\| \sum_{i=1}^{N} \varphi_i \circ \mu \right\| \geq \lambda \|\mu\|.
\]

Consider, as in Theorem 1.2, the subspace \( D \) in the space \( C(I) \) that consists of boundary values \( g(e^{iz}), x \in I \), of functions \( g(z) \) analytic for \( |z| < 1 \) and continuous for \( |z| \leq 1 \). We shall not specify here the precise form of the condition (6.11) in these circumstances, but simply note that calculation of the norm of the functional \( \nu \) on such \( D \) is itself a popular extremal problem in the theory of analytic functions. (Note that the results 6.1–6.8 appear here for the first time.)

**Superpositions of functions of one variable.** Theorems 6.7 and 6.8 are not only associated with superpositions of functions of several variables, but can also be useful for functions of one variable when the question concerns representation of functions by superpositions of functions having some "good" additional properties. Let us give here a well-known example. Let \( X = T \) be the unit circle and \( D = A(T) \subset C(T) \) be the Banach space of absolutely convergent Fourier series. According to a theorem of Kahane ([73, p.122]) an arbitrary \( f \in C(T) \) can be represented in the form

\[
(6.12) \quad f = g \circ \varphi_1 + g \circ \varphi_2 + g \circ \varphi_3,
\]

where \( g \in A(T) \) and \( \varphi_1, \varphi_2, \varphi_3 \) are self-homeomorphisms of \( T \) satisfying some additional continuity properties.

Thus such triples \( (\varphi_1, \varphi_2, \varphi_3) \) provide some kind of separation as in (6.11). If we take pairs \( (\varphi_1, \varphi_2) \) of conjugate homeomorphisms, then they only provide representations

\[
\begin{align*}
&f = g_1 \circ \varphi_1 + g_2 \circ \varphi_2 \\
of an arbitrary \( f \in C(T) \), and therefore such pairs \( (\varphi_1, \varphi_2) \) only provide separation (6.10). In addition, since the set of functions \( g \circ \varphi_1 + g \circ \varphi_2 \) does not coincide with \( C(T) \) (cf. [73, p.124]), the pair \( (\varphi_1, \varphi_2) \) does not provide separation as in (6.11). Hence, conditions (6.10) and (6.11) are indeed different.
§7. Study of the original notion of separation (continued)

Let us go back to the original definition of uniform separation of measures. Let $X, X_i, i = 1, \ldots, N$, be arbitrary sets and $\varphi_i : X \to X_i$ be mappings. We continue the study of separating properties of the family $F = \{\varphi_i\}_{i=1}^N$. Let $(X, \mathcal{M})$ be a measurable space, and let $S$ be a class of real-valued measures defined on $\mathcal{M}$. Let $|Z|$ denote the cardinality of a set $Z$, and for sets $Z \subset X$ define the following derivatives:

\begin{align}
Z^i &= \{x \in Z : |Z \cap \varphi_i^{-1}(\varphi_i(x))| \geq 2\}; \\
\tau(Z) &= \bigcap_{i=1}^N Z^i.
\end{align}

Thus, $Z^i$ is the set of all points in $Z$ for each of which there is at least one more point where the function $\varphi_i$ assumes the same value. Operator $\tau : Z \to \tau(Z)$ acts in the space of all subsets of the set $X$. The following sufficient condition for uniform separation of measures then holds.

**Lemma 7.1 ([133]).** Let mappings $\varphi_i \in F$ be such that for $Z \in \mathcal{M}$ the sets $Z^i$ (as in (7.1)) also belong to $\mathcal{M}$, $i = 1, \ldots, N$. If $\tau^n(X) = \emptyset$ for some $n \geq 1$, then $F$ uniformly separates measures in $S$.

**Proof.** Use induction on $n$. Clearly, for $n = 0$ we can assume that the statement holds. Suppose it holds for $n - 1$ for measures supported on arbitrary subsets in $\mathcal{M}$. Let $\tau^n(X) = \emptyset$ and set $Z = \tau(X)$. Then $\tau^{n-1}(Z) = \tau^n(X) = \emptyset$. Hence, measures in $S$ concentrated on $Z$ are uniformly separated by the family $F$.

Suppose this separation occurs with a constant $\lambda$, $0 < \lambda \leq 1$. Take a number $\alpha$, $\frac{1}{1 + \lambda} < \alpha < 1$, and let the measure $\mu \in S$, $||\mu|| = 1$. By $\mu|_Z$ we denote the restriction of $\mu$ to the set $Z$, and by $||\mu||$ the total variation of $\mu$. Consider two cases.

1. $||\mu||(Z) \geq \alpha$. So, $||\mu|_Z|| \geq \alpha$ and there exists $i$ such that $||\varphi_i \circ \mu|_Z|| \geq \alpha \lambda$.

Since $||\mu||(X\setminus Z) \leq 1 - \alpha$,

\[ ||\varphi_i \circ \mu|| \geq ||\varphi_i \circ \mu|_Z|| - ||\mu||(X\setminus Z) \geq \lambda \alpha - (1 - \alpha) = (\lambda + 1)\alpha - 1 > 0. \]

2. $||\mu||(Z) < \alpha$. Then, $||\mu||(X\setminus Z) > 1 - \alpha$. Recalling that $Z = \tau(X)$, we have

$X\setminus Z = X \setminus \bigcap_{i=1}^N X^i = \bigcup_{i=1}^N (X\setminus X^i)$.

Therefore, for some $i$ we must have $||\mu||(X\setminus X^i) > \frac{1 - \alpha}{N}$. Now, note that $\varphi_i(X^i) \cap \varphi_i(X\setminus X^i) = \emptyset$. Indeed, if $y \in \varphi_i(X^i)$, then $y$ has at least two preimages, while $y \in \varphi_i(X\setminus X^i)$ has only one preimage. So, on $X\setminus S^i$ the mapping is a bijection. Hence,

\[ ||\varphi_i \circ \mu|| \geq ||\varphi_i \circ \mu|_{\varphi_i(X\setminus X^i)} = ||\mu||_{X\setminus X^i} = ||\mu||(X\setminus X^i) > \frac{1 - \alpha}{N}. \]

So, if $\lambda' = \min((1 + \lambda)\alpha - 1, (1 - \alpha)/N)$, then, given that $||\mu|| = 1$, we obtain that there exists an index $i$ for which $||\varphi_i \circ \mu|| \geq \lambda'$. Thus, $F$ uniformly separates measures on $S$ (with constant $\lambda'$).
THEOREM 7.2 ([133]). If \( F = \{\varphi_1, \varphi_2\} \) consists of two functions, then this family uniformly separates points in \( X \) if and only if \( \tau^n(X) = \emptyset \) for some \( n \).

PROOF. We can assume now that \( \mathcal{M} \) consists of all subsets of \( X \) while \( S = \ell^1(X) \). Sufficiency of the condition \( \tau^n(X) \neq \emptyset \) has been established in the above lemma. It remains to show necessity. Thus, let \( \tau^n(X) \neq \emptyset \) for all \( n \). Let \( x_1 \in \tau^n(X) = [\tau^{n-1}(X)]^1 \cap [\tau^{n-1}(X)]^2 \). Since \( x_1 \in [\tau^{n-1}(X)] \), according to (7.1) there exists \( x_2 \in \tau^{n-1}(X) \) for which \( \varphi_1(x_2) = \varphi_1(x_1) \). Since \( x_2 \in \tau^{n-1}(X) = [\tau^{n-2}(X)]^1 \cap [\tau^{n-2}(X)]^2 \), there exists an element \( x_3 \in \tau^{n-2}(X) \) such that \( \varphi_2(x_3) = \varphi_2(x_2) \). Since \( x_3 \in \tau^{n-2}(X) = [\tau^{n-3}(X)]^1 \cap [\tau^{n-3}(X)]^2 \), there exists \( x_4 \in \tau^{n-3}(X) \) such that \( \varphi_1(x_4) = \varphi_1(x_3) \). Continuing, we obtain a sequence \( x_1, \ldots, x_n, x_j \in \tau^{n-j+1}(X) \), and \( \varphi_1(x_j) = \varphi_1(x_{j+1}) \) for odd \( j \), while \( \varphi_2(x_j) = \varphi_2(x_{j+1}) \) for even \( j \). Set

\[
\mu = \frac{1}{n} \sum_{j=1}^{n} (-1)^j \delta_{x_j}
\]

(\( \delta_x \) denotes the delta-mass at a point \( x \)). Then \( \|\mu\| = n \), and at the same time \( \|\varphi_i \circ \mu\| \leq 2/n, i = 1, 2 \). Thus, \( \|\varphi_i \circ \mu\| \leq \frac{2}{n} \|\mu\| \), and since \( n \) can be arbitrarily large, it follows that the family \( \{\varphi_1, \varphi_2\} \) does not uniformly separate points in \( X \).

We mention in passing that sequences of points similar to that constructed in the proof of Theorem 7.2 will play quite an important role in the sequel.

Theorem 7.2 together with Theorem 3.6 provides a complete characterization of sets on which an arbitrary bounded function is representable by a sum of two superpositions.

THEOREM 7.3. Let \( X, X_1, X_2 \) be sets, and \( \varphi_i : X \to X_i \) mappings. In order that any function in \( B(X) \) be representable in the form

\[
f(x) = g_1 \circ \varphi_1(x) + g_2 \circ \varphi_2(x), \quad g_i \in B(X_i), \quad i = 1, 2,
\]

it is necessary and sufficient that \( \tau^n(X) = \emptyset \) for some \( n \).

A question and a theorem of Sternfeld. Now we are able to give a complete answer to the earlier question on equivalence of representability of continuous functions by superpositions of continuous functions and its analogue for bounded functions (the question was raised in [133]).

THEOREM 7.4 ([133]). Let \( X, X_i \) be compact metric spaces, and \( \varphi_i : X \to X_i \) be continuous mappings, \( i = 1, 2 \). The following statements are equivalent.

1. For any \( f \in C(X) \) the following representation holds:

\[
f(x) = g_1 \circ \varphi_1(x) + g_2 \circ \varphi_2(x), \quad g_i \in C(X_i), \quad i = 1, 2.
\]

2. For any \( f(x) \in B(X) \), (7.3) holds.

3. The system \( F = \{\varphi_1, \varphi_2\} \) uniformly separates Borel measures on \( X \).

4. The system \( F = \{\varphi_1, \varphi_2\} \) uniformly separates points in \( X \).

5. The equality \( \tau^n(X) = \emptyset \) holds for some \( n \).

PROOF. First, we shall need the following technical lemma. Here \( \mathcal{M} \) is an algebra of Borel sets.
Lemma 7.5. If $Z \in \mathcal{M}$, then $Z^i$, $i = 1, 2$, and $\tau(Z)$, defined by (7.1)-(7.2), also belong to $\mathcal{M}$.

Proof of the Lemma. Let $d(U)$ denote the diameter of a set $U$. We have

$$Z^i = \{x \in Z : |Z \cap \varphi_i^{-1}(\varphi_i(x))| \geq 2\}$$

$$= \{x \in Z : d(Z \cap \varphi_i^{-1}(\varphi_i(x))) > 0\}$$

$$= \bigcup_{n=1}^{\infty} \left\{x \in Z : d(Z \cap \varphi_i^{-1}(\varphi_i(x))) \geq \frac{1}{n}\right\}.$$

Since $\varphi_i^{-1}(\varphi_i(x))$ is compact, $\{x \in Z : d(Z \cap \varphi_i^{-1}(\varphi_i(x)) \geq 1/n\}$ is closed, and hence $Z^i$ is an $F_\sigma$ set in $Z$. Therefore, $Z^i$ is a Borel set.

Proof of Theorem 7.4. We already know from the preceding sections that $1 \iff 3$, $2 \iff 4 \iff 5$, and also $1 \Rightarrow 2$. Now suppose 2 holds. Then 5 also holds. But from Lemma 7.1, together with the above Lemma 7.5, it follows that 3 holds. The theorem is proved.

Theorem 7.4 was independently (and in a different form) proved by Khavinson [80] using different arguments that allow us to remove the assumption that the compact sets are metric. We shall present that argument later on.

§8. A counterexample

It is very surprising that for $N > 2$ Theorem 7.4 is false. Examples were given in [136] and [103]. Here, we follow [103]. Yet, we have to start out from afar.

A free group. Let us be given a countable set of symbols $v_1, \ldots, v_n, \ldots$. Add to them the symbols $v_1, \ldots, v_n, \ldots$ and a symbol $e_0$ that will play the role of the identity. From this alphabet we look for words, i.e., symbols, that have the form

$$F = f_m f_{m-1} \cdots f_1,$$

where the $f_i$ are arbitrary symbols from the alphabet, and $m \in \mathbb{N}$ is arbitrary. Moreover, nowhere in (8.1) do symbols $v_n$ and $v_n^{-1}$, for any $n \in \mathbb{N}$, stand near each other. We postulate $v_n v_n^{-1} = v_n^{-1} v_n = e_0$ ($v_n v_n^{-1}$ or $v_n^{-1} v_n$ are "empty" words). Multiplication of words that is defined accordingly (by writing them in order with the possible omission of "empty" words) makes the set of all words $G_0$ into a group with $e_0$ serving as its identity. If in the word (8.1) several consecutive symbols coincide, we replace them by a power, as usual. The group $G_0$ is called a free group with generators $v_1, \ldots, v_n, \ldots$. The subgroup of $G_0$ with generators $v_1, \ldots, v_n$ will be denoted by $G_n$; it is a free group with a finite alphabet \{v_1, v_1^{-1}, \ldots, v_n, v_n^{-1}, e_0\}.

An isomorphism of a free group into a group of analytic homeomorphism of the semi-axis $[0, +\infty)$. Denote by $G$ the set of functions $v(x)$ mapping the semi-axis $[0, +\infty)$ onto itself and satisfying the following properties:

$$v(0) = 0, \quad v'(x) > 0 \quad \text{for all } x > 0, \quad v'(0) = 1,$$

$$v(x) \text{ is an analytic function on } [0, +\infty).$$

Clearly, for $v(x) \in G$, $v^{-1}(x) \in G$. The set $G$ becomes a group if for group multiplication of $u \in G$ and $v \in G$ we take the superposition $u \circ v$. The identity
map \( e : e(x) \equiv x \) plays the role of the identity. Right away, let us note an important (for us) example of functions in \( G \). Let \([a, b] \subseteq [0, +\infty)\), and let \( \mu \geq 0 \) be a regular Borel measure on \([a, b]\) satisfying

\[
\int_a^b d\mu = 1.
\]

The function

\[
v(x) = x \int_a^b e^{xt} d\mu_t
\]

is an entire analytic function and belongs to \( G \).

Choose in \( G \) certain functions \( v_1(x), \ldots, v_n(x) \), and define a homomorphism \( \varphi \) of a free group \( G_0 \) into the group \( G \) by setting

\[
\varphi(v_i) = v_i(x), \quad \varphi(e_0) = e.
\]

Clearly, \( \varphi \) extends naturally to all words (8.1) and is indeed a homomorphism of a free group \( G_0 \) into \( G \). If \( F \) is a word (8.1) and \( \varphi F \) its image, we shall often write \( F(x) \) instead of \( (\varphi F)(x) \), since the presence of the variable \( x \) already distinguishes a function (an element of \( G \)) from a word.

The following fact, also established by Medvedev, plays an important role in his construction.

**Theorem 8.1.** Functions \( v_1(x), \ldots, v_n(x) \) in the group \( G \) can be chosen so that the mapping (8.5) is an isomorphism of \( G_0 \) onto \( \varphi(G_0) \). Moreover, the functions \( v_n(x) \) also satisfy the following additional properties:

\[
0 < v_{n+1}^{(k)}(x) < v_n^{(k)}(x),
\]

for all \( k = 0, 1, \ldots \) and all \( n \).

**Auxiliary facts from the problem of moments.** The proof of Theorem 8.1 is based on some facts from the problem of moments which we gather in the following lemma. Let \( 0 < x_1 < x_2 < \cdots < x_n \) be certain points, and \( c_1, \ldots, c_n \) real numbers. Let

\[
\Omega\left(\begin{array}{c} x_1, \\ \cdots, \\ x_n \\ c_1, \\ \cdots, \\ c_n \end{array}\right)
\]

denote the class of functions \( v(x) \) of the type (8.4) for which the measure \( \mu \geq 0 \) has infinitely many points of growth, and the interpolation conditions \( v(x_i) = c_i \), \( i = 1, \ldots n \), are satisfied. (We denote by \( \mathcal{P} \) the class of measures \( \mu \geq 0 \) on \([a, b]\) having infinitely many points of growth and normalized by (8.3).)

**Lemma 8.2.** Let the class \( \Omega \) be non-empty. If a point \( x \) is different from \( x_1, \ldots, x_n \), then the set \( S(x) = \{ v(x) : v \in \Omega \} \) is a non-degenerate open interval. If \( \xi \in S(x) \), then \( \xi \in S(y) \) for all \( y \) sufficiently close to \( x \).

Both statements of the lemma follow easily from standard facts of the theory of moments. In particular, one could, with this goal in mind, compare Theorems 3.5, 6.1, and 4.1 in [89].
Proof of Theorem 8.1. First, let $v_1(x), \ldots, v_n(x), \ldots$ be an arbitrary sequence of functions in $G$. Let us sort out the structure of words $F$ inside the kernel of the homomorphism $\varphi$. If for a word $F = f_m \ldots f_1$ we have $\varphi F = e$, then for the word $F_1 = f_1 f_m \ldots f_2$ we have $\varphi(F_1) = \varphi(f_1) \varphi(F) \varphi(f_1^{-1}) = \varphi(f_1) e \varphi(f_1^{-1}) = \varphi(f_1 f_1^{-1}) = e$. Hence, if $\varphi(F) = e$, then for all words $F_1$ obtained from $F$ by a circular permutation of the symbols we have $\varphi(F_1) = e$. Thus, if the end-terms $f_1$ and $f_m$ of a word are reciprocal of one another, they can be deleted. If the new end-terms of the word are reciprocal, we again can delete them, etc. All the terms in $F$ will not be deleted; otherwise, the neighboring terms in the middle would be mutually reciprocal, and this is not allowed for words.

Mark some $n \in \mathbb{N}$. By circular permutations and cancellations, the equality $\varphi(F) = e$ can be reduced to the equivalent equality $\varphi(F_0) = e$, where $F_0$ has one of the following forms:

$$F_0 = u, \quad F_0 = v_{n_1}^{n_1}, \quad F_0 = u_p v_n^{n_p} u_{p-1} v_{n_p-1}^{n_p-1} \ldots u_1 v_1^{n_1},$$

where $u, u_1, \ldots, u_p$ are words that do not contain $v_n$ and $v_n^{-1}$ and are different from $e_0$, while $n_1, \ldots, n_p$ are integers. Construct the required functions and the isomorphism $\varphi$ by induction. Set, for example, $v_1(x) = xe^x$. Then $\varphi$, defined on $G_1$, maps $e$ only into $e_0$. Assume that for some $n > 1$ we have already defined functions $v_1(x), \ldots, v_{n-1}(x)$ in $G$ and hence $\varphi$ on $G_{n-1}$ so that $\varphi$ is an isomorphism on $G_{n-1}$. First, show that for each word $F \in G_n \setminus G_{n-1}$ there exists a function $v(x, F) = v(x)$ of the form (8.4), depending on $F$, so that together with already-defined functions $v_1(x), \ldots, v_{n-1}(x)$, it satisfies $\varphi(F) \neq e$. It suffices (in view of (8.7)) to consider words $F$ like

$$F = u_p v_n^{n_p} \ldots u_2 v_2^{n_2} u_1 v_1^{n_1},$$

where $u_i \in G_{n-1} \setminus e_0$, $i = 1, \ldots, p$; $n_1, \ldots, n_p$ are non-zero integers.

To shorten the arguments, we can assume that $n_1 > 0$. (If all the exponents $n_k < 0$, then in the word $F^{-1}$ all exponents were positive, and hence $\varphi(F^{-1}) \neq e$ implies $\varphi(F) \neq e$.) We can move this positive exponent in the word $F$ to the extreme right position by circular permutations. Now take an arbitrary (8.4) function $w(x)$ for which the measure $\mu \in \mathcal{P}$. Consider a set of functions (8.4):

$$\Omega = \Omega \left( x_0, w(x_0), w^2(x_0), \ldots, \frac{w^{n_1-2}(x_0)}{w^{n_1-1}(x_0)} \right).$$

It is non-empty (it contains $w$). Therefore, the set of values taken at $w^{n_1-1}(x_0)$ by functions $v$ from that set is a non-degenerate interval. Take a value $\xi$ from that interval satisfying the following requirements: $\xi$ is different from the numbers $x_0, w(x_0), \ldots, w^{n_1-1}(x_0)$; $\xi \notin u_1^{-1}(x_0), \ldots, w^{n_1-1}(x_0)$; $u_1(\xi) \neq \xi$. (The latter can be achieved, since the set of roots of an analytic function $u_1(x)$ is discrete.) Let $w_0(x)$ be one of the functions in $\Omega$ for which the value at $w^{n_1-1}(x_0)$ equals $\xi$. Thus, $w_0^{n_1}(x_0) = w_0(w_0^{n_1-1}(x_0)) = w_0(w^{n_1-1}(x_0)) = \xi$. Consider a non-empty set of functions

$$\Omega_0 = \Omega \left( x_0, \frac{w_0(x_0)}{w_0^{n_1}(x_0)}, \frac{w_0^{n_1-2}(x_0)}{w_0^{n_1-1}(x_0)}, \frac{w_0^{n_1-1}(x_0)}{w_0^{n_1}(x_0)} \right).$$
(all columns in $\Omega_0$, except for the last "extra" one, coincide with those in $\Omega$) and a point

$$x_1 = u_1 w_0^{n_1}(x_0).$$

According to our construction, we have a non-empty set $\Omega_0$ (8.10) and a point $x_1$ that differs from all the values used in $\Omega_0$. Now apply induction. Assume that we have already constructed a function $w_i(x)$ of the form (8.4) with $\mu \in P$, a set

$$\Omega_i = \Omega(M_0, \ldots, M_i),$$

where $M_k$ is an abbreviation for

$$M_k = \begin{pmatrix} x_k & \cdots & w_i^{n_k-1}(x_k) \\ w_i(x_k) & \cdots & w_i^{n_k}(x_k) \end{pmatrix},$$

for $0 \leq k \leq i$ when $n_k > 0$ and

$$M_k = \begin{pmatrix} w_i^{-1}(x_k) & w_i^{n_k}(x_k) \\ x_k & w_i^{n_k+1}(x_k) \end{pmatrix},$$

for $0 \leq k \leq i$ when $n_k < 0$, while

$$x_k = u_{k-1} w_i^{n_k} u_{k-1}^{n_k-1} \cdots u_0 w_i^{n_1}(x_0)$$

and in the matrices $\Omega_i$ all entries are different, so, in particular, all the numbers $x_0, x_1, \ldots, x_i$ are distinct. Also, if we set

$$x_{i+1} = u_{i+1} w_i^{n_i}(x_i),$$

then the number $x_{i+1}$ differs from all the entries of the matrix $\Omega_i$. Now let us describe the inductive step.

Consider case (a): $n_{i+1} > 0$. Take a function $1w_i(x)$ from $\Omega_i$ for which the value $1w_i(x_{i+1})$ differs from all the entries in $\Omega_i$. Set

$$\Omega_i^1 = \Omega(M_0, \ldots, M_i, x_{i+1}, 1w_i(x_{i+1})).$$

Take a function $2w_i(x) \in \Omega_i^1$ for which the value at $2w_i(x_{i+1})$ differs from all the entries in $\Omega_i^1$. This generates a new sets of functions:

$$\Omega_i^2 = \Omega(M_0, \ldots, M_i, x_{i+1}, 2w_i(x_{i+1})), 2w_i(x_{i+1})).$$

Similarly, we construct a function $3w_i(x) \in \Omega_i^2$ and a non-empty set

$$\Omega_i^3 = \Omega(M_0, \ldots, M_i, x_{i+1}, 3w_i(x_{i+1})), 3w_i(x_{i+1})).$$

so that all entries in $\Omega_i^3$ are distinct, etc. At the end of the chain we form a function $n_{i+1} w_i(x) \equiv w_{i+1}(x)$ such that all entries in the matrix

$$\Omega_{i+1} = \Omega_{i}^{n_{i+1}}, \Omega_{i+1} = \Omega(M_0, \ldots, M_i, M_{i+1}),$$

$$M_i = \begin{pmatrix} x_{i+1} & w_i^{n_{i+1}-1}(x_{i+1}) \\ w_i(x_{i+1}) & w_i^{n_{i+1}}(x_{i+1}) \end{pmatrix}$$
are distinct. Moreover, the value \( u_{i+1}^{n} (x_{i+1}) = t \) is chosen so that

\[
t \not\in u_{i+2}^{-1} \left( x_0, \ldots, u_{n+1}^{n+1} (x_{i+1}) \right),
\]

\( u_{i+2}(t) = t \). In particular, if we set

\[\tag{8.20}
x_{i+2} = u_{i+2} u_{i+1}^{n+1} (x_{i+1}),
\]

this implies that \( x_{i+2} \) differs from all the numbers \( x_0, \ldots, u_{i+1}^{n+1} (x_{i+1}) \), and the induction step from \( i \) to \( i+1 \) is complete.

Consider case (b): \( \eta_{i+1} < 0 \). Take a point \( \xi \) close to the value \( u_{i}^{-1} (x_{i+1}) \) so that \( u_{i}^{-1} (x_{i+1}) \) is among the values assumed by functions in \( \Omega_i \) at that point. According to Lemma 8.2, such a point exists and can be chosen so that it differs from all the numbers used to introduce \( \Omega_i \). Let the function \( 1 w_i(x) \in \Omega_i \) be such that \( 1 w_i(\xi) = x_{i+1} \), i.e., \( \xi = 1 w_i^{-1} (x_{i+1}) \). We have a set of functions

\[\tag{8.21}
\Omega_1^1 = \Omega \left( M_0, \ldots, M_i, \frac{1 w_i^{-1} (x_{i+1})}{x_{i+1}} \right)
\]

and all the numbers in \( \Omega_1^1 \) are distinct. Now take a point \( \xi \) different from all the numbers in \( \Omega_1^1 \) and close to \( u_{i}^{-1}(x_{i+1}) \) so that \( 1 w_i^{-1} (x_{i+1}) \) was among the values assumed by the functions \( \Omega_1^1 \) at \( \xi \). Let \( 2 w_i(x) \) be a function in \( \Omega_1^2 \) and satisfying \( 2 w_i(\xi) = 1 w_i^{-1} (x_{i+1}) \). Then \( \xi = 2 w_i^{-2} (x_{i+1}) \), and we arrive at the set

\[\tag{8.22}
\Omega_2^1 = \Omega \left( M_0, \ldots, M_i, \frac{2 w_i^{-1} (x_{i+1})}{x_{i+1}}, \frac{2 w_i^{-2} (x_{i+1})}{2 w_i^{-1} (x_{i+1})} \right)
\]

in which all the numbers are distinct. Continuing this process, we arrive at the function \( \eta_{i+1}^{n} w_i(x) \) and the non-empty set

\[\tag{8.23}
\Omega_{i+1} \overset{\text{def}}{=} \Omega_{i}^{\eta_{i+1}^{n+1}} = \Omega_0 (M_0, \ldots, M_i, M_{i+1}),
\]

\[
M_{i+1} = \left( \begin{array}{ccc}
w_i^{-1} (x_{i+1}) & w_i^{-2} (x_{i+1}) & \ldots & u_{i+1}^{n+1} (x_{i+1}) \\
x_{i+1} & w_i^{-1} (x_{i+1}) & \ldots & w_i^{-1} (x_{i+1}) \\
\end{array} \right),
\]

where all the entries are distinct. Moreover, the number \( t = u_{i+1}^{n+1} (x_{i+1}) \) can be chosen so that it does not belong to the set \( u_{i+1}^{-1} (x_0, \ldots, w_{n+1}^{n+1} (x_{i+1})) \) and \( u_{i+2}(t) \neq t \). This, in particular, implies that the number

\[\tag{8.24}
x_{i+2} \overset{\text{def}}{=} u_{i+2} u_{i+1}^{n+1} (x_{i+1})
\]

different from \( x_0, \ldots, u_{i+1}^{n+1} (x_{i+1}) \), and the induction step of going from \( i \) to \( i+1 \) has been completed for this case also.

As a result of the above process we obtain a function \( w_{p}(x) \) such that

\[
u_{p}(w_{p}^{n} \ldots u_{1}^{n} (x_{0}) \neq x_{0},
\]

and so for the word \( F = u_{p} v_{n}^{p} \ldots u_{1} v_{n}^{1} \) we can choose a function \( v(x, F) \) of the form (8.4) with measure \( \mu \in \mathcal{P} \) such that on replacing \( v \) by \( v(x, F) \) we obtain \( F(x) \neq x \). Now, enumerate all words in \( G_n \setminus G_n \setminus F_1, F_2, \ldots, F_m, \ldots \). Take \( x_0 > 0 \) and construct as above the function \( v(x, F_1) \) with \( \mu \in \mathcal{P} \). Denote the matrix obtained as before from the values of \( v(x, F_1) \) by \( M_1 \), and let \( \Omega (M_1) \) be a (non-empty) class of functions defined by this matrix. A point \( x_0 \) for the construction of
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$v(x, F_2)$ is chosen so that all the values that appear when we apply the construction process above lie to the right of those in $M_1$. This can be achieved as follows. Let

$$F_2 = u_p v_p^{m_p} \ldots u_1 r_1^{n_1}$$

and let $\rho_0$ be the largest entry in the matrix $M_1$. Among all functions (8.4) the function $v_0(x) = e^{b x}$ has the fastest growth. Hence, if $\rho > \rho_0$, whereas

$$(8.25) \quad y_0 > \max \left( v_0^{n_1}(\rho), u_1 v_0^{n_1}(\rho), \ldots, v_0^{n_p}(\rho), u_1 v_0^{n_1} \ldots u_p v_0^{n_p}(\rho) \right),$$

then, starting the process for $v(x, F_2)$ with $y_0$, we shall only deal with points that lie to the right of $\rho$. Therefore, we can only deal with functions in $\Omega(M_1)$, and the process will produce the function $v(x, F_2)$ that belongs to $\Omega(M_2)$, where $M_2 \supset M_1$. So, the values of $v(x, F_2)$ at points related to $M_1$ are the same as those of $v(x, F_1)$. Thus, replacing $v_1$ in the word $F_1$ by $v(x, F_2)$, we obtain $F_1(x) \neq x$, in the same way as we did while replacing $v_n$ in that word by $v(x, F_1)$. Continuing the process, we obtain a sequence of functions $\{v(x, F_m)\}$ of the form (8.4) with measures $\mu_m$ in $\mathcal{P}$. Also, the functions $v(x, F_m)$ do not lead to $e(x) \equiv x$ when we substitute them into the words $F_1, F_2, \ldots, F_m$. Selecting out of measures $\{\mu_m\}$ a sequence that converges weakly to the measure $\mu$, we obtain from (8.4) a function $v(x)$. (We cannot now claim that $\mu \in \mathcal{P}$, but this is not needed.) During the construction of $v(x, F_m)$ we obtained the sets $\Omega(M_m)$ for which the lengths of the matrices $M_m$ increase together with $m$: $M_1 \subset M_2 \subset \cdots \subset M_m \subset \cdots$. The function $v(x)$ has in the lowest row of the matrix $M_m$ the same values as $v(x, F_m)$ for $m = 1, \ldots$, and hence when it is substituted into $F_m$ it yields $F_m(x) \neq x$. Thus, the function

$v(x) \equiv v_n(x)$ simultaneously "services" all words in $G_n \setminus G_{n-1}$.

Note that in the construction of the functions $v_n(x)$ the segment $[a, b] \subset [0, +\infty)$ was arbitrary. Take a sequence of segments $\{[a_n, b_n]\}$, where $0 < a_{n+1} < b_{n+1} < a_n < b_n \leq 1$ ($b_1 = 1$). The functions $v_n(x)$ constructed above can be chosen to have the form

$$(8.26) \quad v_n(x) = x \int_{a_n}^{b_n} e^{xt} d\mu_n(t), \quad \int_{a_n}^{b_n} d\mu = 1.$$  

(The value $b_1 = 1$ is chosen only because we have started the construction with $v_1(x) = xe^x$, which corresponds to the unit mass at point 1.) Then

$$(8.27) \quad v_n^{(k)}(x) = k \int_{a_n}^{b_n} e^{x(t^{k-1}d\mu_n + x \int_{a_n}^{b_n} e^{xt} d\mu_n < kb_n^{k-1} e^{b_n x} + x t_n e^{b_n x} < ka_n^{k-1} e^{a_n-1 x} + x a_n e^{a_n-1 x} < v_n^{(k)}(x).$$

The inequality (8.27) completes the proof of the theorem.

**Theorem 8.3.** There exist compact sets $X, X_1, \ldots, X_n, \ldots$ and surjective mappings $\varphi_i : X \to X_i$, $i = 1, \ldots, n, \ldots$, satisfying the following properties:

1. For any three distinct indices $i_1, i_2, i_3$ we have for an arbitrary function $g(x) \in B(X)$ the following representation:

$$(8.28) \quad g(x) = g_1 \circ \varphi_{i_1}(x) + g_2 \circ \varphi_{i_2}(x) + g_3 \circ \varphi_{i_3}(x),$$

$g_k \in B(X_k),$ \quad $k = 1, 2, 3.$
2. There exists \( f(x) \in C(X) \) that cannot be represented in the form

\[
(8.29) \quad f(x) = \sum_{i=1}^{\infty} g_i \circ \varphi_i(x), \quad g_i \in C(X_i), \quad \sum_{i} ||g_i|| < +\infty.
\]

3. For any two indices \( i_1 \neq i_2 \), the subspace

\[
(8.30) \quad g_1 \circ \varphi_{i_1}(x) + g_2 \circ \varphi_{i_2}(x), \quad g_1 \in C(X_{i_1}), g_2 \in C(X_{i_2})
\]

is dense in \( C(X) \).

**Proof.** Construction. Let \( \{v_n(x)\} \) be a sequence of functions constructed in the proof of Theorem 8.1. There are countably many words in \( G_0 \setminus \varepsilon_0 \), and for each word \( F \), in view of analyticity of the function \( F(x) \) (i.e., \( (\varphi f)(x) \), where \( \varphi \) is the isomorphism constructed in Theorem 8.1), there are at most countably many roots of the equation \( F(x) = x \). Let \( S_0 \) be the set of all the roots of all the equations for all words. Since \( S_0 \) is a countable set, it can be covered by open intervals with an arbitrarily small total length. Let \( S \) be the union of such intervals covering \( S_0 \). It is easy to choose it so that

\[
(8.31) \quad \text{meas} [S \cap [0, h]] = o(h), \quad h \to 0^+.
\]

Let \( X = [-1, 1] \setminus S \). Since \( S \) is open, \( X \) is compact. Define the functions \( \varphi_n(x) \) on \( X \), \( n = 1, 2, \ldots \), by setting

\[
(8.32) \quad \varphi_n(x) = x \quad \text{when} \quad x \geq 0, \quad \varphi_n(x) = v_n(|x|) \quad \text{when} \quad -1 \leq x < 0.
\]

Let \( X_n = \varphi_n(X) \). Since \( v_n(1) > 1 \) (in view of (8.2) and (8.6)), \( X_n = [0, v_n(1)] \). Thus,

\[
(8.33) \quad X = [-1, 1] \setminus S, \quad X_n = \varphi_n(X), \quad \varphi_n(x) = \begin{cases} x, & x \geq 0, \\ v_n(|x|), & x < 0. \end{cases}
\]

Note the very simple structure of the compact sets \( X \) and \( \{X_n\} \). In particular, the \( X_n \) are simply segments.

**Proof of Property 1.** Call the points \( x \) and \( x' \) in \( X \) equivalent with respect to \( R_i \), \( i = 1, 2, \ldots \), if \( \varphi_i(x) = \varphi_i(x') \). We shall write it as \( xR_i x' \). If \( x \neq x' \) and \( xR_i x' \), then \( x \) and \( x' \) have opposite signs and \( x' = v_i(|x|) \) when \( x < 0 \), whereas \( |x'| = v_i^{-1}(x) \) when \( x > 0 \). Clearly, \( R_i \) is indeed an equivalence relation. Consider a sequence of points \( x_1, x_2, \ldots, x_n \) of a set \( X \) and certain relations \( R_{i_1}R_{i_2} \ldots R_{i_{n-1}} \). Let

\[
(8.34) \quad x_1 R_{i_1} x_2 R_{i_2} x_3 \ldots x_{n-1} R_{i_{n-1}} x_n.
\]

(8.34) means that \( x_1 R_{i_1} x_2, x_2 R_{i_2} x_3, \ldots \). Assume that \( x_1 \neq x_2, x_2 \neq x_3, \ldots, x_{n-1} \neq x_n \) and, also, \( i_1 \neq i_2, i_2 \neq i_3, \ldots, i_{n-2} \neq i_{n-1} \) (i.e., the consecutive relations \( R_i \) in (8.34) are all distinct). Under these assumptions call (8.34) a lightning bolt joining \( x_1 \) and \( x_n \) (concerning the origin of this terminology, cf. Chapter 2, where this notion plays a crucial role). Every point \( x \in X \) is considered to be a lightning bolt joining \( x \) with \( x \). Let us show that two points \( x \) and \( x' \) can be joined by not more than one lightning bolt. Let \( x_1 \) and \( x_2 \) be joined by the lightning bolt (8.34). Relate to it the word \( F \) in the free group \( G_0 \):

\[
F = v_{i_{n-1}}^{k_{n-1}} \ldots v_{i_2}^{k_2} v_{i_1}^{k_1},
\]
where the exponents $k_j$ alternate between 1 and $-1$: $k_1 = 1$ if $x_1 < 0$ and $k_1 = -1$ if $x_1 > 0$. Under our assumptions $F$ is indeed a word, since these assumptions provide for the lack of “empty” words in $F$. In case when $x_1 = x_n$, we take $F = e_0$. The word $F$ under the isomorphism $\varphi$ corresponds to a function $F(x) = (\varphi F)(x)$.

Then, $|x_n| = F(|x_1|)$. Suppose there is another lightning bolt that joins $x_1$ and $x_n$. It corresponds to another word $H \in G_0$ which, in turn, corresponds to a function $H(x) \in G$. Then $F(|x_1|) = H(|x_1|)$. If $x_1 > 0$, it follows that $H^{-1} \circ F(x_1) = x_1$. But by construction $X$ does not contain roots of any equation $\Phi(x) = x$ when $\Phi \in G_0 \setminus e_0$. Hence, $H^{-1}F = e_0$ and, therefore, the words $H$ and $F$, and the corresponding lightning bolts, are the same. If $x_1 < 0$, then $x_2 > 0$ and $x_2 = v_i(|x_1|)$, $|x_1| = v_i^{-1}(x_2)$. We obtain $F \circ v_i^{-1}(x_2) = H \circ v_i^{-1}(x_2)$ and, as in the previous case, $Fv_i^{-1} = Hv_i^{-1}$, $F = H$. (In addition, if we had $x_1 = x_n$, then taking $F = e_0$ we would have obtained $H = e_0$ as well.)

Now select among the mappings $\{\varphi_n\}$ three with different indices. To fix the ideas, let them be $\varphi_1, \varphi_2, \varphi_3$. In addition to the equivalence relations $R_1, R_2, R_3$ defined above, introduce on $X$ one more relation $R$ by setting $xRx'$ if $x$ and $x'$ can be joined by a lightning bolt that only contains relations $R_1, R_2, R_3$. Without any difficulties one can show that $R$ is an equivalence relation. Let $h_i = g_i \circ \varphi_i$, $g_i \in B(X_i)$. Clearly, $h_i(x) \in B(X)$, and it takes constant values on each equivalence class in the quotient set $X/R_i$. Conversely, if the $h_i(x)$ are in $B(X)$ and assume constant values on each equivalence class in $X/R_i$, then obviously one can find $g_i \in B(X_i)$ such that $h_i = g_i \circ \varphi_i$. Hence, for $f(x) \in B(X)$ we must find bounded functions $H_i(x), i = 1, 2, 3, \text{such that}$

$$f = h_1 + h_2 + h_3, \quad h_i(x) = h_i(x') \quad \text{if } xR_ix'.$$

Now consider the equivalence classes $X/R$. Each such class is a saturation class for $X/R_i$. The latter means that if $E$ is some class in $X/R$, $x \in E$ and $X'R_ix$, then $x' \in E$. Therefore, functions $h_i$ can be defined on each class in $X/R$ independently of their definition on other classes in $X/R$ as long as $h_i$ remains bounded on all of $X$.

Let $E$ be an equivalence class in $X/R$. Choose a point $x_1 \in E$. For any $x \in E$ call the number of points in the lightning bolt joining $x_1$ to $x$, the rank of $x$. Set $h_1(x_1) = f(x_1), h_2(x_1) = h_3(x_1) = 0$. Suppose that the values of $h_i$ are defined for all points of rank less than $n$ ($n > 1$) so that at those points $|h_i| \leq \|f\|$, if $xR_ix'$ then $h_i(x) = h_i(x')$, and, finally, $f = h_1 + h_2 + h_3$. Let $x_n$ be a point of rank $n$. It is joined to $x_1$ by the lightning bolt (8.34), where now all $i_k = 1, 2, 3$. The point $x_{n-1}$ had rank $n - 1$ and, in view of the uniqueness of a lightning bolt joining $x_1$ and $x_n$, this is the only point of rank $n - 1$ that is equivalent to $x_n$ with respect to one of the relations $R_i, i = 1, 2, 3$. (Otherwise, there would be two lightning bolts joining $x_1$ and $x_n$, or $x_1$ could be joined to $x_n$ by a lightning bolt with less than $n$ points.) Let $x_{n-1}R_ix_n$, and let $j \neq k$ be the remaining two numbers among 1, 2, 3 different from $i$. Set $h_i(x_n) = h_i(x_{n-1}), h_j(x_n) = -h_2(x_n), h_k(x_n) = f(x_n)$. Continuing this process inductively (with respect to the rank), we properly define $h_1, h_2, h_3$ on the whole class $E \in X/R$. Combining the results over all such classes, we obtain on $X$

$$f = h_1 + h_2 + h_3, \quad |h_i(x)| \leq \|f\|, \quad h_i(x) = h_i(x') \quad \text{whenever } xR_ix', \quad i = 1, 2, 3.$$
Using \( h_i \), we find appropriate \( g_i \in B(X_i) \), and hence \( f \) has the form (8.28).

**Proof of Property 2.** If for each \( f(x) \in C(X) \) (8.29) is satisfied, then according to Theorem 2.1 there exists a number \( \lambda \) (0 < \( \lambda \) \leq 1) such that for each \( \mu \in C(X)^* \),

\[
(8.35) \quad \sup_n \| \varphi_n \circ \mu \| \geq \lambda \| \mu \|.
\]

Denote by \( m \) the Lebesgue measure on the real line, and, taking \( h, 0 < h < 1 \), define a measure \( \mu \) on Borel subsets \( E \subset X \) by setting

\[
(8.36) \quad \mu(E) = \begin{cases} 
\frac{m(E)}{h}, & E \subset [0,h], \\
- \frac{m(E)}{h}, & E \subset [-h,0], \\
0, & E \subset [-1,-h) \cup (h,1].
\end{cases}
\]

Then,

\[
(8.37) \quad \| \mu \| = \frac{1}{h} \left[ 2h - m(S \cap [0,h]) \right] = 2 - o(1).
\]

Take an arbitrary \( \varepsilon > 0 \) and choose \( h \) so small that

\[
(8.38) \quad \nu_1'(x) < 1 + \varepsilon, \quad 0 < x < h.
\]

For all \( n \), (8.6) yields the following inequalities:

\[
(8.39) \quad 1 < \nu_n'(x) < \nu_1'(x), \quad x < \nu_n(x) < \nu_1(x), \quad x > \nu_n^{-1}(x),
\]

\[
(v_n^{-1})'(x) = \frac{1}{\nu_n'(v_n^{-1}(x))} > \frac{1}{\nu_1'(x)} > \frac{1}{1 + \varepsilon} > 1 - \varepsilon.
\]

Now estimate \( \| \varphi_n \circ \mu \| \). According to Lemma 3.2 we have:

\[
(8.40) \quad \| \varphi_n \circ \mu \| = \| \mu \| - 2 \Theta_n,
\]

where \( \Theta_n \) is defined as in that lemma. According to (8.36), we have for \( A \) (in the notation of Lemma 3.2) \( X \cap [0,h], B = [-h,0] \). In view of the definition of \( \varphi_n \) we obtain

\[
(8.41) \quad C = \varphi_n(A) \cap \varphi_n(B) = A \cap [0,\nu_n(h)] = A = [0,h] \setminus S.
\]

Let \( P \subset C \). Then (using the notation in Lemma 3.2, and (8.36), (8.39)),

\[
\Theta_n(P) = \min \{ \mu(P'), \| \mu(P'') \| \} = \min \{ \mu(P), \| \mu(v_n^{-1}(P)) \| \}; \]

\[
\mu(P) = \frac{1}{h} m(P) \| \mu(v_n^{-1}(P)) \| = \frac{1}{h} \int_P (v_n^{-1})' \, dm > \frac{1}{h} (1 - \varepsilon) m(P).
\]

Thus,

\[
(8.42) \quad \Theta_n(P) > \frac{1 - \varepsilon}{h} m(P).
\]
For an arbitrary partition of the set $C$ into sets $P_i$, $i = 1, \ldots, k$, we obtain from (8.4) and (8.42)
\[
\sum_{i=1}^{k} \Theta_n(P_i) > \frac{1-\varepsilon}{h} \sum_{i=1}^{k} m(P_i) = \frac{1-\varepsilon}{h} [h - o(h)] = (1 - \varepsilon)(1 - o(1)).
\]
Therefore, for $\Theta_n$ in (8.40) we obtain the estimate
\[
\Theta_n = \inf \sum_{i=1}^{k} \Theta_n(P_i) > 1 - \varepsilon - o(1) > \frac{1}{2} \|\mu\| - \varepsilon.
\]
(8.35) is equivalent (Lemma 4.3) to the inequality
\[
\sup_n 2\Theta_n \leq (1 - \lambda) \|\mu\|.
\]
But (8.43) yields that the latter inequality does not hold for any $\lambda$ ($0 < \lambda \leq 1$) if we take $h$ sufficiently small.

**Proof of Property 3.** Take, for example, $i = 1, 2$. We must show that the subspace $D$
\[
D = \{g_1 \circ \varphi_1(x) + g_2 \circ \varphi_2(x) \mid g_1 \in C(X_1), \; g_2 \in C(X_2)\}
\]
is everywhere dense in $C(X)$. Let $\mu \in D^1$. Using Fubini's theorem, we right away obtain that $\mu \in D^1$ if and only if $\nu_i = \varphi_i \circ \mu = 0$, $i = 1, 2$. We need to show that in our situation from $\nu_1 \equiv 0$ and $\nu_2 \equiv 0$ it follows that $\mu \equiv 0$. Assume the opposite. Consider intervals $(t, 1]$, $t \geq -1$, for which the variation of the measure $\mu$ on $(t, 1] \cap X$ equals zero. (The empty interval $(1, 1]$ is also allowed.) Let $(T, 1]$ be the union of all such intervals. Assume that $T > 0$. Since for $x > 0$ (cf. (8.39)) $\nu_2(x) < \nu_1(x)$, it follows that $\nu_1^{-1}(T) < \nu_2^{-1}(T)$ and $\nu_2 \circ \nu_1^{-1}(T) < T$. Consider a closed set $P$ in $[-1, -\nu_1^{-1}(T)]$. Then the set $Q = \varphi_1(P) \cap X$ is also closed. By definition of $\varphi_1$ we have $Q = \nu_1(-P) \cap X$ ($-P$ is the set symmetric to $P$ with respect to the origin) and $Q \subset (T, 1] \cap X$. Moreover, $\varphi_1^{-1}(Q) = Q \cup P$. Since we assumed $\nu_1 \equiv 0$, we obtain
\[
\nu_1(Q) \overset{\text{def}}{=} \mu(\varphi_1^{-1}(Q)) = \mu(Q) + \mu(P) = 0.
\]
However, $\mu(Q) = 0$ also, since $Q \subset (T, 1] \cap X$. Hence, $\mu(P) = 0$. Now let $M$ be a closed set inside $\nu_1 \circ \nu_1^{-1}(T), 1] \cap X$ and $N = -\nu_2^{-1}(M)$. Then $N$ is also closed, and $N \subset [-1, -\nu_1^{-1}(T)]$. Therefore, in view of what we have shown above, $\mu(N) = 0$. Furthermore, $\varphi_2^{-1}(M) = M \cup N$. Since $\nu_2 \equiv 0$ by our assumption, whereas
\[
\nu_2(M) \overset{\text{def}}{=} \mu(\varphi_2^{-1}(M)) = \mu(M) + \mu(N) = 0,
\]
then $\mu(M) = 0$ as well. Thus, on an arbitrary closed set $M \subset (v_2 \circ \nu_1^{-1}(T), 1]$ the measure $\mu$ vanishes, $\mu(M) = 0$.

In view of the regularity of $\mu$ this implies that the total variation of $\mu$ on $(v_2 \circ \nu_1^{-1}(T), 1]$ vanishes. But we have already noted that $v_2 \circ \nu_1^{-1}(T) < T$ and, hence, the variation of $\mu$ vanishes on a semi-interval that is larger than $(T, 1]$. This contradicts the definition of $T$. The contradiction appeared because we assumed that $T > 0$. Hence $T \leq 0$. But then, recalling again that $\nu_1 \equiv 0$ and $\nu_2 \equiv 0$, we conclude that $\mu \equiv 0$, and the proof of the theorem is now complete.
Remark. We have already noted that in [136] the examples are constructed with $BD = B(X)$, but $D \neq C(X)$. However, in those examples $\overline{D} \neq C(X)$. So, both possibilities may occur:

1. $BD = B(X), D \neq C(X), \overline{D} = C(X)$;
2. $BD = B(X), \overline{D} \neq C(X)$.

§9. Measure of compact sets on which all continuous functions are representable by sums of superpositions

Let $X, X_i, i = 1, \ldots, N$, be compact sets, $\varphi_i : X \to X_i$ continuous mappings. Consider the products

\begin{equation}
Y = X_1 \times \cdots \times X_N, \quad Y_k = X_1 \times \cdots \times X_k, \quad \tilde{Y}_k = X_{k+1} \times \cdots \times X_N, \quad k < N.
\end{equation}

Assume that the family of mappings $F = (\varphi_1, \ldots, \varphi_N)$ separates points in $X$. Then, the mapping

\begin{equation}
F : X \to Y, \quad x \in X \to (\varphi_1(x), \ldots, \varphi_N(x))
\end{equation}

is a homeomorphism. Identifying $X$ with its image $F(X)$ in $Y$, we can assume $X \subset Y$ and the $\varphi_i$ are natural projections from $Y$ onto $X_i$.

Also, consider the mappings

\begin{equation}
\Phi : X \to Y_k \quad \text{and} \quad \tilde{\Phi} : X \to \tilde{Y}_k
\end{equation}

that are the restrictions to $X$ of the natural projections of $Y$ onto $Y_k$ and $\tilde{Y}_k$, respectively.

**Theorem 9 ([131]).** Let all $f \in C(X)$ be representable in the form

\begin{equation}
f(x) = g \circ \Phi(x) + \tilde{g} \circ \tilde{\Phi}(x), \quad g \in C(Y_k), \quad \tilde{g} \in C(\tilde{Y}_k).
\end{equation}

If $\lambda$ and $\mu$ are two arbitrary positive finite measures on $Y_k$ and $\tilde{Y}_k$ respectively that vanish on one-point sets and $\nu = \lambda \times \mu$, then

\begin{equation}
\nu(X) = 0.
\end{equation}

In particular, (9.5) holds if for all $f \in C(X)$ the representation (3.18) holds.

**Proof.** Assume that $\nu(X) > 0$. By Fubini’s theorem we have:

$$
\nu(X) = \int_{Y_k} \mu \left( \tilde{\Phi}(\Phi^{-1}(t)) \right) d\lambda_t.
$$

Therefore, there exists an uncountable set of points $t \in Y_k$ for which

$$
\mu \left( \tilde{\Phi}(\Phi^{-1}(t)) \right) > 0.
$$

Hence, there exist a positive number $\eta$ and an infinite sequence of distinct points \(\{t_i\}, i = 1, \ldots, n, \ldots,\) in $Y_k$ for which

\begin{equation}
\mu(E_i) > \eta, \quad E_i = \tilde{\Phi}(\Phi^{-1}(t_i)).
\end{equation}

Among them there exist at least two points $t_i$ and $t_j$ such that $E_i \cap E_j$ contains at least two points. Indeed, assuming that every pair $E_i$ and $E_j$ intersects over at
most one point, we form the set \( E = \bigcup E_i \). Since the measure \( \mu \) has no atoms, it follows that
\[
\mu(E) = \sum_i \mu(E_i)
\]
and according to (9.6), \( \mu(E) = \infty \), contradicting the finiteness of the measure \( \mu \).

Thus, let \( E_i \cap E_j \) contain two points \( \alpha \) and \( \beta \) from \( \tilde{Y}_k \). Consider four points in the set \( X \)
\[
x_1 = (t_i, \alpha), \quad x_2 = (t_i, \beta), \quad x_3 = (t_j, \alpha), \quad x_4 = (t_j, \beta)
\]
and the measure
\[
(9.7) \quad \delta = \delta_{x_1} - \delta_{x_2} - \delta_{x_3} + \delta_{x_4},
\]
where \( \delta_x \) denotes the delta-measure at the point \( x \). A straightforward calculation yields that the measure (9.7) annihilates all functions (9.4), and hence \( C(X) \) cannot consist only of such functions (e.g., a function \( f(x) \) such that \( f(x_1) - f(x_2) + f(x_3) - f(x_4) \neq 0 \) cannot be represented in the form (9.4)).
CHAPTER 2

Approximation of Functions of Two Variables by Sums \( \varphi(x) + \psi(y) \)

§1. Raising the questions. Lightning bolts

Asking the questions. Let \( D \) be the subspace of linear superpositions in \( C(X) \). In Chapter 1 we studied various approaches to the following question:

1. When is \( D = C(X) \)?

In the case of bounded functions the question was posed on coincidence of the subspace \( BD \) with \( B(X) \). In the case when \( D \neq C(X) \) we are now going to study the problem of best approximation of functions \( f \in C(X) \) by elements of the subspace \( D \) (or of functions \( f \in B(X) \) by the elements of the subspace \( BD \)). This gives rise to the following questions:

2. When is \( D \) everywhere dense in \( C(X) \)?
3. When is \( D \) closed in \( C(X) \)?
4. When is \( D \) proximinal in \( C(X) \)?

Recall that a set \( W \) in a metric space \( V \) is called proximinal if for each element \( v \in V \) there exists an element \( v_0 \in W \) closest to \( v \) among all elements of \( W \).

The above questions are also natural in the context of the subspace \( BD \) in \( B(X) \). Concentrate on subspaces of sums of superpositions—the simplest in structure ((2.1) or (2.6) of Chapter 1). Thus, we are considering the subspaces \( D \) and \( BD \) that consist of functions

\[
g_1 \circ \Phi_1(x) + \cdots + g_N \circ \Phi_N(x),
\]

where \( X, X_1, \ldots, X_N \) are compact sets, \( \Phi_i : X \to X_i, \ i = 1, \ldots, N, \) are continuous mappings and \( g_i \in C(X_i) \) are arbitrary (in case of the subspace \( D \)), or \( X, X_1, \ldots, X_N, \Phi_i : X \to X_i \) are arbitrary sets and mappings while \( g_i \in B(X_i) \) (the subspace \( BD \)).

Reformulation in terms of function algebras. Consider the subspace \( D \) of functions (1.1). Functions

\[
g_i \circ \Phi_i(x), \quad g_i \in C(X_i),
\]

form a closed subalgebra \( A_i \) of the algebra \( C(X) \), and \( A_i \) contains the constants. Conversely, let \( A_i, \ i = 1, \ldots, N, \) be closed subalgebras of \( C(X) \) (\( X \) is still compact) containing the constants. Define the equivalence relation \( R_i, \ i = 1, \ldots, N, \) for points in \( X \) by setting

\[
xR_ix' \text{ if } f(x) = f(x') \text{ for all } f \in A_i.
\]

Then \( X_i = X/R_i \), the quotient space of \( X \) with respect to the relation \( R_i \) equipped with the quotient space topology, is compact and the natural projection \( \Phi_i : X \rightarrow \)
X_i is continuous (see [1], [117]). The space X_i is not merely compact but is also Hausdorff; hence (being compact) it is a normal space. This is seen from the following lemma.

**Lemma 1.1.** Let A be a family of functions continuous on a compact space X, and r an equivalence relation defined by A:

$$\forall f \in A. \quad xrx' \iff f(x) = f(x')$$

The saturation r(F) of any closed set $F \subset X$ (r(F) = $\bigcup_{x \in F} r(x)$; r(x) is the equivalence class of a point x) is closed, and the canonical projection $\Phi : X \to X/r$ is a closed mapping ($r(F) = \Phi^{-1}(\Phi(F))$).

**Proof.** Let $x_0$ be a limit point of r(F). There exists a net $\{x_\alpha\} \subset r(F)$ converging to x ($\{\alpha\}$ is a directed set of indices). For each $x_\alpha$ there exists $y_\alpha \in F$ with $y_\alpha r x_\alpha$. Since $F$ is compact, we can select from the net $\{y_\beta\}$ a subnet $\{x_\beta\} \to x_0$, and for any $f \in A$ we have $f(x_0) = \lim f(x_\beta) = \lim f(y_\beta) = f(y_0)$, i.e., $x_0 r y_0$ and $x_0 \in r(F)$. Closedness of the projection $\Phi$ is equivalent to what we have proved (cf. [117]).

**Corollary 1.2.** Under the assumptions of Lemma 1.1, $X/r$ is a normal compact space and therefore is a Hausdorff compact space.

For a proof, cf. [117].

In view of the Stone-Weierstrass theorem ([40]), which applies here since $X/R_i$ is compact,

$$A_i = \{g_i \circ \Phi_i(x), \forall g_i \in C(X_i)\}.$$  

Hence, the questions raised above can be reformulated as follows. Let $A_i$, $i = 1, \ldots, N$, be closed subalgebras in $C(X)$ containing the constants.

1. When does $A_1 + \cdots + A_N$ coincide with $C(X)$?
2. When is $A_1 + \cdots + A_N$ dense in $C(X)$?
3. When is $A_1 + \cdots + A_N$ closed in $C(X)$?
4. When is $A_1 + \cdots + A_N$ proximinal?

**Changing the set-up.** Suppose (this is natural for a number of situations) that the mapping

$$\Psi : X \to X_1 \times \cdots \times X_N, \quad x \to \Psi(x) = (\Phi_1(x), \ldots, \Phi_N(x)),$$

is injective. Then $\Psi$ is a homeomorphism between $X$ and $Q = \Psi(X)$, and all the questions can be studied for $Q \subset X_1 \times \cdots \times X_N$, treating the $\Phi_i$ as natural projections of $Q$ into $X_i$.

In this chapter we shall study the case $N = 2$. On the one side, there is a meaningful theory for that case. On the other side the case $N > 2$ is very little studied, and the difficulties here are much greater. In relation to question 1, we have already seen in §8 of Chapter 1 that there is an essential difference between the cases $N = 2$ and $N > 2$.

**The simplest case.** For the problem with $N = 2$ it is worthwhile to change the notation: $Q$, $X$, $Y$ are compact sets, points in $Q$ are denoted by $p, q$, etc. $\pi_1 : Q \to X$, $\pi_2 : Q \to Y$ are continuous mappings. Then,

$$D = D(Q) = \{g_1 \circ \pi_1(p) + g_2 \circ \pi_2(p)\}, \quad g_1 \in C(X), \quad g_2 \in C(Y).$$
Clearly, $D(Q) \subset C(Q)$. In the case when $Q \subset X \times Y$, and $\pi_1$ and $\pi_2$ are natural projections from $X \times Y$ onto $X$ and $Y$ respectively, for $p = (x, y)$ we set $\pi_1(p) = x$, $\pi_2 = y$; $x \in X$, $y \in Y$. In that case, we can write the functions in $D(Q)$ in a simpler form:

\[(1.8) \quad D(Q) = \{\varphi(x) + \psi(y), \varphi \in C(X), \psi \in C(Y)\}.
\]

We shall call this set-up the simplest (one can assume that $\pi_1(Q) = X$ and $\pi_2(Q) = Y$). The main tendencies for $D(Q)$ are already seen in the special case when $Q \subset \mathbb{R}^2$ and $x, y$ are the usual coordinates in $\mathbb{R}^2$.

**Lightning bolts.** Let $\pi_1 : Q \to X$ and $\pi_2 : Q \to Y$ be continuous mappings of the compact set $Q$ onto the compact sets $X$ and $Y$, respectively. Introduce on $Q$ equivalence relations $R_1$, $R_2$ by setting $pR_iq$ if $\pi_i(p) = \pi_i(q)$. If we consider the subalgebras $A_i = \{g_i \circ \pi_i(p)\}$, $i = 1, 2$, where $g_1, g_2$ are arbitrary functions in $C(X)$, $C(Y)$ respectively, then

\[(1.9) \quad \pi_i(p) = \pi_i(q) \Leftrightarrow f(p) = f(q), \quad f \in A_i.
\]

A finite or infinite sequence $\ell$ of points $[p_1, p_2, \ldots, p_n, \ldots]$ in $Q$ is called a **lightning bolt** (respectively finite or infinite) if $p_i \neq p_{i+1}, i = 1, \ldots$, and either

\[p_1 R_1 p_2, p_2 R_2 p_3, p_3 R_1 p_4, \ldots\]

or

\[(1.10) \quad p_1 R_2 p_2, p_2 R_1 p_3, p_3 R_2 p_4, \ldots.
\]

The points $p_i, i = 1, \ldots$, are called vertices of the lightning bolt. The point $p_1$ is the beginning of the lightning bolt. If the lightning bolt $\ell = [p_1, \ldots, p_n]$ is finite, then $p_n$ is its end and $\ell$ joins $p_1$ to $p_n$. Every point $p$ can be considered as a lightning bolt joining $p_1$ to $p$. If a lightning bolt $\ell = [p_1, \ldots, p_n]$ is finite, the number $n$ of its vertices is called its length. A point is considered to be a lightning bolt of length one. Sometime we shall specify the relations $R_i$ in the lightning bolt notation, e.g.,

\[(1.11) \quad p_1 R_1 p_2 R_2 p_3 R_1 p_4 R_2 p_5 R_1 p_6.
\]

In the case when $Q \subset \mathbb{R}^2$ and $\pi_1$, $\pi_2$ are coordinate projections, each segment $p_ip_{i+1}$ in the lightning bolt $[p_1, p_2, \ldots]$ is parallel either to the $Ox$-axis or $Oy$-axis, and two consecutive segments $p_{i-1}p_i$ and $p_ip_{i+1}$ are perpendicular. This easily-visualized interpretation is useful in a general situation as well. The notion of a lightning bolt has already appeared in \S8 of Chapter 1. We shall see that for $N = 2$ the notion of a lightning bolt turns out to be very useful for answering the questions raised above, concerning the subspaces $D$ and $BD$.

The notion of a lightning bolt appeared in the works of Arnold [4], [5] where the thirteenth Hilbert problem was solved. Arnold considered lightning bolts in $\mathbb{R}^3$. Later the notion of a lightning bolt has been used in practically all works dealing with representation and approximation by superpositions, though sometimes it appeared under different names ([113], [99], [100],[79], [80], [61], [91], and others).

**Circular and closed lightning bolts.** A finite lightning bolt $[p_1, \ldots, p_n]$ is called closed if $p_1 R_1 p_2$ and $p_n R_2 p_1$, or $p_1 R_2 p_2$ and $p_n R_1 p_1$. A closed lightning bolt must have an even number of vertices: $n = 2m$. A finite lightning bolt $[p_1, \ldots, p_n]$ is called circular if $p_n = p_1$ and at least two vertices of the bolt are distinct. If $[p_1, \ldots, p_{2m}]$ is a closed lightning bolt, then $[p_1, \ldots, p_{2m}, p_1]$ is circular.
If \([p_1, \ldots, p_n, p_1]\) is a circular lightning bolt, then \([p_1, \ldots, p_n]\) need not be closed, because the equivalences of \(p_1\) with \(p_2\) and \(p_n\) with \(p_1\) for \(n\) odd turn out to be the same. Yet from a circular lightning bolt one can select a closed one by omitting some vertices. Closed lightning bolts were used (under a different name) in [38] even before the general notion of a lightning bolt had evolved.

**Irreducible lightning bolts.** A (finite) lightning bolt is called irreducible if there does not exist a lightning bolt of a smaller length with the same beginning and end. A lightning bolt \([p_1, p_2]\) is always irreducible \((p_1 \neq p_2)\). A lightning bolt containing a single vertex \(p\) is irreducible. In an irreducible lightning bolt all vertices are distinct.

**The relation \(R\).** Define yet one more relation \(R\): \(pRq\) if there exists a finite lightning bolt joining \(p\) and \(q\).

**Lemma 1.3.** \(R\) is an equivalence relation. The equivalence class \(R(p)\) of a point \(p\) is an \(F_\sigma\)-set. If \(E\) is a closed subset in \(Q\), then its saturation \(R(E)\) is an \(F_\sigma\)-set. The saturation of a Borel set is a Borel set.

**Proof.** Clearly \(pRp\), and if \(pRq\), then \(qRp\). Let us show that \(pRs \Rightarrow pRs\). Let a lightning bolt \([p_1, \ldots, p_n]\) join \(p\) and \(q\) \((p_1 = p, p_n = q)\) and let a lightning bolt \([q_1, \ldots, q_m]\) join \(q\) and \(s\) \((q_1 = q, q_m = s)\). If \(p_{n-1}R_1, p_n\) and \(q_1R_2, q_2, i_1 \neq i_2 (i_1, i_2 = 1, 2)\), then the lightning bolt \([p_1, \ldots, p_n, q_1 \ldots, q_m]\) joins \(p_1 = p\) and \(q_m = s\). If, on the other hand, \(p_{n-1}R_1, p_n\) and \(q_1R_2, q_2\), the lightning bolt \([p_1, \ldots, p_{n-1}, q_2, \ldots, q_m]\) joins \(p_1 = p\) and \(q_m = s\). Let \(E \subseteq Q\) be closed, and hence, compact. Then the sets

\[
E_1 = \pi_1^{-1}(\pi_1(E)), E_2 = \pi_2^{-1}(\pi_2(E)), E_3 = \pi_1^{-1}(\pi_1(E_2)) \ldots
\]

are all compact. It is easy to see that \(R(E) = \bigcup_{k=1}^{\infty} E_k\); hence \(R(E)\) is \(F_\sigma\). In particular, if \(E = \{p\}\), we obtain that the equivalence class \(R(p)\) is a \(F_\sigma\)-set. If \(E\) is a Borel set, then \(E_1, \ldots, E_k, \ldots\) are also Borel sets, and so is \(R(E)\).

**Relation \(R_3\).** In addition to the equivalence relations \(R_1, R_2, R\) on \(Q\) introduced above, we shall need one more. Consider the algebra \(A_3 = A_1 \cap A_2\). It is a closed subalgebra in \(C(Q)\) that contains constants. Set

\[
(1.12) \quad pR_3q, \quad \text{if } f(P) = f(q) \quad \text{for all } f \in A_3.
\]

Obviously, \(R(p) \subset R_3(p)\).

**The condition of representability by superpositions in terms of lightning bolts.** Consider an operator \(\tau(Z)\) defined by the formulas (7.1), (7.2) of Chapter 1.

**Proposition 1.4.** For any \(Q, X, Y, \pi_1 : Q \rightarrow X, \pi_2 : Q \rightarrow Y\), the following are equivalent.

1. There exists a natural number \(n = n(Q)\) such that \(\tau^n(Q) = Q\).
2. \(Q\) does not contain closed lightning bolts, and there exists \(M = M(Q)\) such that every irreducible lightning bolt \(l \subset Q\) has no more than \(M\) vertices.
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Let us show that $1 \Rightarrow 2$. For a closed lightning bolt $\ell$, we have $\tau(\ell) = \ell$, hence $\tau^n(\ell) = \ell$ for all $n$. Therefore, if $Q$ contains a closed lightning bolt, $\tau^n(Q) = Q$ is impossible. Moreover, if there exists an irreducible lightning bolt $\ell$ in $Q$ with $k$ vertices, then $\tau(\ell)$ is obtained from $\ell$ by omitting the first and last vertices, and therefore $\tau(\ell)$ is a lightning bolt with $k - 2$ vertices. In general, $\tau^n(\ell)$ contains $k - 2n$ vertices, and since $\tau^n(Q) = \ell$, $k \leq 2n$.

Let us show that $2 \Rightarrow 1$. Since $Q$ contains no closed (hence, circular) lightning bolts, if two points are joined by a lightning bolt it is unique, hence irreducible. Let $\tau^n(Q) \neq \emptyset$ and $P_1 \in \tau^n(Q)$. Then there exists $P_2 \neq P_1$, $P_2 \in \tau^{n-1}(Q)$, $P_1 \neq P_2$.

Moreover, there exists $P_3 \in \tau^{n-2}(Q)$, $P_3 \neq P_2$, $P_2 \neq P_3$, etc. Finally, there exists $P_n \in \tau(Q)$ and $[P_1, \ldots, P_n]$ is a lightning bolt on $Q$ that is not circular and is irreducible. Then $n \leq M$, while for $n > M$ necessarily $\tau^n(Q) = \emptyset$.

We can now reformulate Theorems 7.3 and 7.4 of Chapter 1.

**THEOREM 1.5.** Let $Q, X, Y$ be arbitrary sets, and $\pi_1 : Q \rightarrow X$, $\pi_2 : Q \rightarrow Y$ be arbitrary mappings. In order that the subspace $B(Q)$ coincide with $B(X)$, it is necessary and sufficient that $Q$ contain no closed lightning bolts and the lengths of all irreducible lightning bolts be bounded by the same number.

**THEOREM 1.6.** Let $Q, X, Y$ be compact metric spaces, and $\pi_1 : Q \rightarrow X$, $\pi_2 : Q \rightarrow Y$ be continuous mappings. For a subspace $D$ (1.7) to coincide with $C(Q)$ it is necessary and sufficient that $Q$ contain no closed lightning bolts and the lengths of all irreducible lightning bolts be bounded by the same number.

This result has been obtained by the author in [80] independently of [133], and the theorem remains true for arbitrary compact spaces $Q, X, Y$, not merely compact metric spaces. This will be shown later on in §4.

Now let us raise a natural question complementing question 1. Again, let $X, X_1, \ldots, X_N$ be sets, and $\Phi_i : X \rightarrow X_i$ be mappings. Under what conditions can an arbitrary function $f(x)$ defined on $X$ be represented in the form

\[ f(x) = g_1 \circ \Phi_1(x) + \cdots + g_N \circ \Phi_N(x), \]

similar to (1.1), but with arbitrary $g_i$ defined on $X_i$? Thus, no boundedness or continuity assumptions are implemented on $f, g_1, \ldots, g_N$. When $N = 2$, we are able to answer this question.

**THEOREM 1.7.** Let $N = 2$. In order that each function $f(x)$ can be represented in the form (1.13), it is necessary and sufficient that $X$ contain no closed lightning bolts.

**Proof.** *Necessity.* If $[x_1, \ldots, x_n]$ is a closed lightning bolt, then a straightforward calculation shows that every $f(x)$ representable by (1.13) satisfies

\[ f(x_1) - f(x_2) + f(x_3) - f(x_4) + \cdots + f(x_{2m-1}) - f(x_{2m}) = 0. \]

But a function $F(x)$ such that $F(x_1) \neq 0$, $F(x_2) = \cdots = F(x_{2m}) = 0$ violates this condition, and therefore cannot be represented in the form (1.13).

* Sufficiency.* The absence of closed lightning bolts guarantees that if points $x$ and $y$ in $X$ can be joined by a lightning bolt, it is unique. This allows one to
argue in a similar manner as in the proof of part 1 of Theorem 8.3 in Chapter 1. Now the situation is even simpler, since we have to construct only two functions \( h_1 \) and \( h_2 \), not three as there, and we need not worry about the boundedness of those functions.

From the examples below (see §2), it follows that a bounded function \( f(x) \) can indeed be represented by unbounded functions.

§2. Closedness of the subspace \( D \)

We give two forms of the answer to the question raised in §1 regarding the conditions implying that the subspace \( D \) (1.7) is closed.

Theorem 2.1 (Marshall and O'Farrell [99]). For the subspace (1.7) \( D \) to be closed in \( C(Q) \), it is necessary and sufficient that there exist a constant \( c > 0 \) such that

\[
\sup_{p \in Q} \text{var}_R \sup_{p \in Q} f \leq c \sup_{p \in Q} \text{var}_R f \quad \text{for each } f \in A_1.
\]

Here and below, \( \text{var}_E f \) on a set \( E \) means the oscillation of \( f \) on \( E \).

Theorem 2.2 (Medvedev [102]). In order that the subspace (1.7) \( D \) be closed in \( C(Q) \), it is necessary and sufficient that the lengths of all irreducible lightning bolts contained in \( Q \) be uniformly bounded.

In Theorem 2.2 closedness of \( D \) is encoded in geometric properties of \( Q \), while in Theorem 2.1 there are two parts: a geometric one associated with the structure of \( R_2(P) \) and \( R_3(P) \), and an analytic one, verification of (2.1). We shall need some auxiliary considerations.

Best approximation of a bounded set (of values) by a continuous function. As long as we are going to study the problem of best approximation of a function \( f(x,y) \) by the sums \( \varphi(x) + \psi(y) \), it is natural to start out with the problem of approximation of \( f(x,y) \) by functions of one variable only. In a slightly more general form, the problem is the following.

Let \( T \) be a compact, and let each point \( t \in T \) correspond to a set of real numbers \( f(T) \) (there is a multivalued function defined on \( T \)). Assume the sets \( f(t) \) are uniformly bounded: there exists \( M \) such that \( |f(t)| \leq M \) for all \( t \in T \). The problem is to find

\[
e(f) = \inf_{\varphi \in C(T)} \sup_{t \in T} \sup_{f(t)} |f(t) - \varphi(t)|,
\]

and to determine the function \( \varphi^*(t) \in C(T) \) for which the infimum in (2.2) is attained (provided that such a function exists). First, we introduce the functions

\[
M(t) = \sup f(t), \quad m(t) = \inf f(t).
\]

Consider \( t_0 \in T \), and let \( \Sigma (t_0) = \{ \sigma (t_0) \} \) be a directed set of neighborhoods \( \sigma (t_0) \) of that point partially ordered with respect to inverse inclusion. Define scalar nets with the index set \( \Sigma (t_0) \):

\[
\bar{f}(\sigma) = \sup_{t \in \sigma (t_0)} M(t), \quad \underline{f}(t) = \inf_{t \in \sigma (t_0)} m(t)
\]
and set

\[ M^* (t_0) = \lim_{\Sigma(t_0)} \overline{f}(\sigma), \quad m^* (t_0) = \lim_{\Sigma(t_0)} \underline{f}(\sigma). \]

The existence of the limits in (2.5) follows from the monotonicity of \( \overline{f}(\sigma) \) and \( \underline{f}(\sigma) \). Clearly, \( M^* (t_0) \geq M(t_0) \) and \( m^* (t_0) \leq m(t_0) \).

**Proposition 2.3.** We have

\[ e(f) = \frac{1}{2} \sup_{t \in T} (M^*(t) - m^*(t)). \]

Moreover, there exists a point \( t_0 \in T \) where the supremum in (2.6) is attained. There also exists a function \( \varphi^*(t) \in C(T) \) for which the infimum (2.2) is attained.

**Proof.** The function \( M^*(t) \) is upper semi-continuous, whereas \( m^*(t) \) is lower semi-continuous. Hence, \( M^*(t) - m^*(t) \) is upper semi-continuous and attains its supremum at a point \( t_0 \in T \). Let \( \varphi(t) \in C(T) \). To fix the ideas, assume that \( \varphi(t_0) \leq \frac{1}{2} (M^*(t_0) + m^*(t_0)) \). Taking \( \varepsilon > 0 \), consider a neighborhood \( \sigma(t_0) \) such that \( |\varphi(t) - \varphi(t_0)| < \varepsilon, t \in \sigma(t_0) \). In this neighborhood there exists a point \( t' \) such that \( M(t') > M^*(t_0) - \varepsilon \). Therefore,

\[ M(t') - \varphi(t') \geq M^*(t) - \varphi(t_0) - 2\varepsilon \geq M^*(t_0) - \frac{1}{2} (M^*(t_0) + m^*(t_0)) - 2\varepsilon \]

\[ = \frac{1}{2} (M^*(t) - m^*(t_0)) - 2\varepsilon. \]

Thus,

\[ \sup_{t \in T} \sup_{f(t)} |f(t) - \varphi(t)| \geq \frac{1}{2} (M^*(t_0) - m^*(t_0)). \]

Since \( \varphi \in C(T) \) is arbitrary, we find that

\[ e(f) \geq \frac{1}{2} (M^*(t_0) - m^*(t_0)) = \frac{1}{2} \sup_{t \in T} (M^*(t) - m^*(t)). \]

Set \( q = M^*(t_0) - m^*(t_0) \) and try to construct a continuous function \( \varphi^*(t) \) satisfying the inequalities

\[ \frac{q}{2} + M^*(t) \leq \varphi^*(t) \leq \frac{q}{2} + m^*(t). \]

The left-hand side in (2.9) is indeed less than or equal to the right. On the left-hand side of (2.9) we have an upper semi-continuous function, while on the right we have a lower semi-continuous function. According to the well-known theorem of Katetov [76] such a continuous function \( \varphi^*(t) \) exists (in [111, Chapter XV, Section 4] the construction is given when \( T \) is an interval on the real axis, but it extends mutatis mutandis to the general case). From (2.9) we obtain

\[ M(t) - \varphi^*(t) \leq M^*(t) - \varphi^*(t) \leq \frac{q}{2}, \]

\[ \varphi^*(t) - m(t) \leq \varphi^*(t) - m^* \leq \frac{q}{2}. \]

Therefore,

\[ |M(t) - \varphi^*(t)| \leq \frac{q}{2}, \quad |\varphi^*(t) - m(t)| \leq \frac{q}{2}. \]
But (2.10) implies that for all $t \in T$, 

$$\sup_{f(t)} |f(t) - \varphi^*(t)| \leq \frac{q}{2},$$

and hence 

$$\sup_{t \in T} \sup_{f(t)} |f(t) - \varphi^*(t)| \leq \frac{q}{2}.$$ 

Together with (2.8), (2.11) implies (2.6) and all the statements of our proposition.

Proposition 2.3 is proved in [79]. A special case when $f(t)$ is a single-valued (discontinuous) function was treated in [90].

**Best approximation of a bounded set of values by a bounded function.** Change the problem now by considering approximation by bounded functions. Now let $T$ be an arbitrary set and let $B(T)$ be the space of bounded functions on $T$ with the usual uniform norm. Find

$$\epsilon(f) = \inf_{\varphi \in B(T)} \sup_{t \in T} \sup_{f(t)} |f(t) - \varphi(t)|.$$ 

Unlike Proposition 2.3, the following assertion can be viewed as obvious.

**Proposition 2.4.** We have

$$\epsilon(f) = \frac{1}{2} \sup_{t \in T} (M(t) - m(t)).$$

There exist functions $\varphi^*(t) \in B(T)$ for which the infimum in (2.12) is attained. One of them is the function

$$\varphi^*(t) = \frac{1}{2} (M(t) + m(t)).$$

In some sense, the function (2.14) is the best of the best approximations, since its values are optimal for each cross-section of $f(t)$. This need not be true for a solution of the problem (2.12): it is easy to see that the values (2.14) are prescribed only for those cross-sections $f(t_0)$ for which $M(t_0) - m(t_0) = \sup_{t} (M(t) - m(t))$. For other values of $t$, functions giving best approximation may diverge somewhat from the function (2.14).

**Best approximation of a function of two variables by functions of one variable.** Let $Q \subset X \times Y$ be a compact set, where $X, Y$ are compact spaces and $f(x, y) \in C(Q)$. The following problem is a special case of the problem (1.15):

$$e_x(f) = \inf_{\varphi \in C(X)} \|f(x, y) - \varphi(x)\|_{C(Q)} = \inf_{\varphi \in C(X)} \max_{x, y} |f(x, y) - \varphi(x)|$$

and, similarly, the problem

$$e_y(f) = \inf_{\psi \in C(Y)} \|f(x, y) - \psi(y)\|_{C(Q)} = \inf_{\psi \in C(Y)} \max_{y, x} |f(x, y) - \psi(y)|.$$
of approximating \( f(x,y) \) by functions \( \psi(y) \in C(Y) \). For the problem (2.15) we set

\[
\begin{align*}
M(x) &= \max_y f(x,y), & m(x) &= \min_y f(x,y), \\
\bar{f}(\sigma) &= \sup_{x \in \sigma(x_0)} M(x), & f(\sigma) &= \inf_{x \in \sigma(x_0)} m(x), \\
M^*(x_0) &= \lim_{\Sigma(x_0)} \bar{f}(\sigma), & m^*(x_0) &= \lim_{\Sigma(x_0)} f(\sigma),
\end{align*}
\]

\[ (2.16) \quad e_x(f) = \frac{1}{2} \max_{x \in X} (M^*(x) - m^*(x)). \]

We leave to the reader the task of writing out the corresponding formulas for the problem (2.15').

If \( Q \subset X \times Y \), \( X, Y \) being arbitrary sets, then similar problems rise in the class \( B(Q) \):

\[ (2.17) \quad \varepsilon_x(f) = \inf_{\varphi \in B(X)} \| f(x,y) - \varphi(x) \|_{B(Q)} = \inf_{\varphi \in B(X)} \sup_x \sup_y | f(x,y) - \varphi(x) | \]

and a similar problem for \( \varepsilon_y(f) \). A solution of the problem (2.17) is given by

\[
\begin{align*}
M(x) &= \sup_{(x,y) \in Q} f(x,y), & m(x) &= \inf_{(x,y) \in Q} f(x,y), \\
\varepsilon_x(f) &= \frac{1}{2} \sup_{x \in X} (M(x) - m(x)), \\
\varphi^*(x) &= \frac{1}{2} (M(x) + m(x))
\end{align*}
\]

and by similar formulas for approximation by functions \( \psi(y) \in B(Y) \).

If \( f(t) \notin C(T) \) in the problem (2.2), then \( \varepsilon(f) \leq e(f) \) always, and it is easy to find examples when the inequality is strict. However, if \( M(t) \) and \( m(t) \) are continuous, then \( \varepsilon(f) = e(f) \) and the function (2.14) is a best approximation. Hence, in that case enlarging the class of approximating functions does not improve the result.

**Corollary 2.5.** If \( X \) and \( Y \) are compact spaces, \( Q = X \times Y \), \( f \in C(Q) \), then

\[ (2.20) \quad \varepsilon_x(f) = \varepsilon_y(f) = \frac{1}{2} \max (M(x) - m(x)). \]

The function (2.19) is a best approximation. Similar statements hold for \( \varepsilon_y, e_y, \) and \( \psi^*(y) \).

**The distance to a subalgebra.** The following situation is an important case when \( e(f) \) and \( \varepsilon(f) \) coincide.

**Lemma 2.6.** Let \( Q \) be a compact set, \( A \) a closed subalgebra in \( C(Q) \) containing constants, and \( r \) the equivalence relation on \( Q \) defined by \( A \). Then for all \( f \in C(Q) \) we have

\[ (2.21) \quad \rho(f, A) = \inf_{\varphi \in A} \| f - \varphi \| = \inf_{\varphi \in A} \max_{p \in Q} | f(p) - \varphi(p) | = \frac{1}{2} \max_{p \in Q} \max_{q \in r(p)} [ f(q) - \min_{q \in r(p)} f(q) ] = \frac{1}{2} \max_{p \in Q} \text{var} f. \]
PROOF. Consider the quotient space $T = Q/r$ whose elements are equivalence classes $t = r(p)$, and the natural projection $\pi : Q \to Q/r$. The space $T$ is compact, and according to the Stone–Weierstrass theorem $A$ can be identified with $C(T)$. The approximation problem (2.21) is then the problem of best approximation of sets of values $f(t)$ assumed by the function $f(p)$ on equivalence classes $t = r(p)$ into which $r$ divides $Q$. Let us show that for all $t \in T$ we have $M^*(t_0) = M(t_0)$ and $m^*(t_0) = m(t_0)$. In view of Propositions 2.3 and 2.4, this will prove the lemma.

Let $\Sigma (t_0) = \{\sigma (t_0)\}$ be a directed set of neighborhoods of a point $t_0$. For any $\sigma (t_0) \in \Sigma (t_0)$ there is a $t_\sigma \in r$ such that $M(t_\sigma) > f(\sigma) - \varepsilon \geq M^*(t_0) - \varepsilon$. Hence, there exists a point $p_\sigma \in \pi^{-1}(t_\sigma)$ such that $f(p_\sigma) \geq M^*(t_0) - \varepsilon$. From the net $\{p_\sigma\}$ choose a subnet $\{p_\beta\}$ that converges in $Q$ to $q_0$. Then $\pi(q_0) = \lim \pi(p_\beta) = \lim \pi(p_\sigma) = t_0$. Therefore, $q_0 \in \pi^{-1}(t_0) = r(p_0)$. Then $M(t_0) = \sup_{q \in r(p_0)} f(q) \geq f(q_0) = \lim f(p_\beta) \geq M^*(t_0) - \varepsilon$. Since $M(t_0) \leq M^*(t_0)$ always, we obtain the equality $M(t_0) = M^*(t_0)$. The proof that $m(t_0) = m^*(t_0)$ is the same. The lemma is proved.

Now we can finally start proving the main theorems.

PROOF OF THEOREM 2.1 (about closedness of $D(Q)$). Consider the isomorphism of the quotient algebras

\begin{equation}
A_1/A_3 = A_1/A_1 \cap A_2 \to A_1 + A_2/A_2 \subset C(Q)/A_2.
\end{equation}

Let $f \in A_1$. Consider the equivalence classes $F = f + A_1 \cap A_2$ and $\Phi = f + A_2$ determined by an element $f$; they are elements in $A_1/A_1 \cap A_2$ and $A_1 + A_2/A_2$, respectively. These classes correspond to each other under the isomorphism (2.22). The respective norms (quotient norms) are

\begin{equation}
\|F\|_1 = \inf_{\varphi \in A_1 \cap A_2} \|f - \varphi\| = \rho(f, A_3), \quad A_3 = A_1 \cap A_2,
\end{equation}

\begin{equation}
\|\Phi\|_2 = \inf_{\varphi \in A_2} \|f - \varphi\| = \rho(f, A_2).
\end{equation}

Here $\rho$ is the distance from $f$ to $A_3$, or $A_2$, in $C(Q)$. Clearly, $\|\Phi\|_2 \leq \|F\|_1$, and the linear operator $F \to \Phi$ defined by (2.22) is continuous. If there is a $c$ such that $\|F\|_1 \leq c\|\Phi\|_2$, then $A_1 + A_2/A_2$ is a Banach space. Conversely, if $A_1 + A_2/A_2$ is a Banach space, then according to the Banach Open Mapping Theorem there exists $c$ such that $\|F\|_1 \leq c\|\Phi\|_2$. On the other hand, $A_1 + A_2/A_2$ being a Banach space is equivalent to closedness of $A_1 + A_2$. Thus, the inequality

\begin{equation}
\|F\|_1 \leq c\|\Phi\|_2
\end{equation}

with a certain constant $c$ is equivalent to closedness of $A_1 + A_2$. Applying to $\|F\|_1 = \rho(f, A_3)$ and $\|\Phi\|_2 = \rho(f, A_2)$ formula (2.21) of Lemma 2.6, we complete the proof.

PROOF OF THEOREM 2.2 (about closedness of $D$). Necessity. Assume that the sum $A_1 + A_2$ (i.e., the subspace $D$) is closed, but still $Q$ contains irreducible lightning bolts of an arbitrarily large length. Then, for each natural number $N$ there exists an irreducible lightning bolt

\begin{equation}
p_0 R_1 p_1 R_2 p_2 \ldots p_{2n+1} R_2 p_{2n+2}.
\end{equation}
(We have specified explicitly the relations between the points of the lightning bolt \([p_0 p_1 \ldots p_{2n+2}]\). Introduce an operator \(\gamma\) by setting for any set \(E \subset Q\)

\[
\gamma(E) = R_1 (R_2(E)).
\]

(2.26) The powers of \(\gamma\) are defined accordingly. Set

\[
B_k = \gamma^{n-k}(p_{2n+2}), \quad k = 0, 1, \ldots, n.
\]

Here, \(\gamma^0(p_{2n+2}) = \{p_{2n+2}\}\). The set \(B_{n-1} = \gamma(p_{2n+2})\) contains points \(p_{2n+2},\ p_{2n+1} \in R_2(p_{2n+2}),\ p_{2n} \in R_1(p_{2n+1}) \subset R_1(R_2(p_{2n+2}))\). At the same time, \(B_{n-1}\) does not contain any other points of (2.25) since it is irreducible. (If a point \(p_j,\ j \leq 2n\) belongs to \(\gamma(p_{2n+2})\), then we can find a point \(q\) such that \(p_j R_1 q R_2 p_{2n+2}\).)

But this means that there exists a lightning bolt shorter than (2.25) with end-points \(p_0\) and \(p_{2n+2}\). In general, \(B_k\) contains points \(p_{2k+2}, p_{2k+3}, \ldots, p_{2n+2}\) and does not contain points \(p_0, p_1, \ldots, p_{2k+1}\). In particular, \(B_0\) contains all of (2.25) except \(p_0\) and \(p_1\). Each of the sets \(B_k\) is closed (since \(R_1\) is the saturation of a closed set, therefore closed) and is saturated with respect to \(R_1\). Set \(C_k = Q \setminus B_k\). \(C_k\) is an open set and is also saturated with respect to \(R_1\). Since \(C_0 \supset C_1 \supset \cdots \supset C_n\), we have

\[
C_0 \subset C_1 \subset \cdots \subset C_n.
\]

Also,

\[
\{p_0, p_1, \ldots, p_{2k+1}\} \subset C_k, \quad \{p_{2k+2}, \ldots, p_{2n+2}\} \cap C_k = \emptyset.
\]

Let us show that

\[
\gamma(C_k) \subset C_{k+1}, \quad k = 0, \ldots, n-1.
\]

Indeed, if the inclusion (2.29) fails for some \(k\), then there exists \(y_1 \in C_k\) such that \(y_1 R_2 y_2 R_1 y_3\), where \(y_3 \notin C_{k+1}\). This implies that \(y_3 \in B_{k+1} = Q \setminus C_{k+1}\). Then \(y_2 \in B_{k+1}\), since \(B_{k+1}\) is saturated with respect to \(R_1\). But then \(y_1 \in R_2(B_{k+1}) \subset \gamma(B_{k+1}) = B_k\), and this contradicts the condition \(y_1 \in C_k\).

In view of (2.27) and (2.28) we have

\[
\pi_1 (p_0) = \pi_1 (p_1) \subset \pi_1 (C_0) \subset \pi_1 (C_1) \subset \cdots \subset \pi_1 (C_n).
\]

All the sets \(\pi_1 (C_k),\ k = 0, \ldots, n\), are open. Indeed, the sets \(\pi_1 (C_k)\) and \(\pi_1 (B_k)\) are disjoint, since otherwise the sets \(\pi_1^{-1}(\pi_1 (C_k)) = C_k\) and \(\pi_1^{-1}(\pi_1 (B_k)) = B_k\) are not disjoint either. (The equality \(\pi_1^{-1}(\pi_1(E)) = E\) means that \(E\) is saturated with respect to \(R_1\).) Since \(\pi_1 (B_k)\) is closed, \(\pi_1 (C_k) = X - \pi_1 (B_k)\) is open.

Set \(F_0 = \pi_1 (p_0)\). It is a closed set (a point). Since \(X\) is compact, there exists an open set \(V_0\) such that

\[
F_0 \subset V_0 \subset \overline{V}_0 \subset \pi_1 (C_0)
\]

(this is the so-called small Urysohn lemma, cf. [1], [117]). From \(\pi_1^{-1} (\overline{V}_0) \subset \pi_1^{-1} (\pi_1 (C_0)) = C_0\), it follows that \(\gamma (\pi_1^{-1} (\overline{V}_0)) \subset C_1\). Set \(F_1 = \pi_1 [\gamma (\pi_1^{-1} (\overline{V}_0))]\). Then \(F_1\) is a closed set, and \(F_1 \subset C_1\). Again, we can find an open set \(V_1\) such that \(F_1 \subset V_1 \subset \overline{V}_1 \subset \pi_1 (C_1)\). Set \(F_2 = \pi_1 [\gamma (\pi_1^{-1} (\overline{V}_1))]\). \(F_2\) is closed, and since \(\pi_1^{-1} (\overline{V}_1) \subset C_1\), then \(\gamma (\pi_1^{-1} (\overline{V}_1)) \subset \gamma (C_1) \subset C_2\). Hence, \(F_2 = \pi_1 (C_2)\). Let us
find an open set \( V_2 \) with \( F_2 \subset V_2 \subset \overline{V}_2 \subset \pi_1(C_2) \), and let \( F_3 = \pi_1 \left[ \gamma \left( \pi_1^{-1}(\overline{V}_2) \right) \right] \), etc. We obtain a sequence \( V_0, V_1, \ldots, V_n \) of open sets in \( X \) and a sequence of closed sets such that

\[
F_0 \subset V_0 \subset F_1 \subset V_1 \subset F_2 \subset V_2 \subset \cdots \subset V_n-1 \subset F_n \subset \pi_1(C_n),
\]

\[
F_k = \pi_1 \left[ \gamma \left( \pi_1^{-1}(\overline{V}_{k-1}) \right) \right], \quad F_k \subset \pi_1(C_k).
\]

We have

\[
\pi_1^{-1}(F_k) \supset \gamma \left( \pi_1^{-1}(\overline{V}_{k-1}) \right) \subset \gamma \left( \pi_1^{-1}(F_{k-1}) \right), \quad k = 1, \ldots, n.
\]

Hence,

\[
\pi_1^{-1}(F_k) \supset \gamma^k \left( \pi_1^{-1}(F_0) \right) \supset \{p_0, \ldots, p_{2k+1}\}.
\]

On the other hand, in view of (2.28) and (2.31)

\[
\pi_1^{-1}(F_{k-1}) \cap \{p_{2k}, \ldots, p_{2n+2}\} \subset C_{k-1} \cap \{p_{2k}, \ldots, p_{2n+2}\} = \emptyset.
\]

Therefore

\[
\pi_1^{-1}(F_k) \setminus \pi_1^{-1}(F_{k-1}) \supset \{p_{2k}, p_{2k+1}\} \neq \emptyset,
\]

whence

\[
F_k \setminus V_{k-2} \subset F_k \setminus F_{k-1} \neq \emptyset.
\]

In addition, \( F_k \setminus V_{k-2} \) is a closed set. For the sake of uniformity, complete our notation by setting

\[
V_{-1} = \emptyset, \quad V_n = \pi_1(C_n), \quad F_{n+1} = X.
\]

By Urysohn's lemma we can construct a continuous real-valued function \( h_k(x) \), \( k = 1, 2, \ldots, n+1 \), satisfying the following conditions:

\[
h_k(x) = k - 1, \quad \text{for} \quad x \in F_k \setminus V_{k-2};
\]

\[
h_k(x) = k, \quad \text{for} \quad x \in F_k \setminus V_{k-1};
\]

\[
k - 1 \leq h_k(x) \leq k \quad \text{for all} \quad x \in F_k \setminus V_{k-2}.
\]

It is possible for the set \( F_{k-1} \setminus V_{k-2} \) or \( F_k \setminus V_{k-1} \) (or even both of them) to be empty. The domains of definition of the functions \( h_k \) may intersect only for consecutive indices, yet on those intersections the functions \( h_k \) and \( h_{k-1} \), or \( h_k \) and \( h_{k+1} \), as defined by (2.37), coincide.

The function \( h(x) \) defined by

\[
h(x) = h_k(x) \quad \text{for} \quad x \in F_k \setminus V_{k-2}, \quad k = 1, \ldots, n+1
\]

is well defined on all of \( X \) and is continuous. Set \( f = h \circ \pi_1 \). Then \( F \in A_1 \). We have \( \pi_1(p_0) = F_0 = F_0 \setminus V_{-1} \). Therefore, \( h \circ \pi_1(p_0) = 0 \). Moreover, for \( k = n+1 \) the only point remaining in (2.34) is \( p_{2n+2} \); hence \( \pi_1(p_{2n+1}) \in F_{n+1} \setminus V_{n-1} \). Therefore, \( f(p_{2n+2}) = h \circ \pi(p_{2n+2}) = n + 1 \). Comparing the relations \( R \) and \( R_3 \), we see that \( R_3(p) \supset R(p) \) always. Hence,

\[
\sup_{p \in Q} \text{var} f \geq \sup_{p \in Q} \text{var} \geq \text{var} f \geq n + 1.
\]

(Incidentally, it is not hard to see that the last inequality in (2.39) is, in fact, an equality.) Now let \( E \) be an equivalence class with respect to \( R_2 \). Let \( k \) be the
smallest index for which $E \cap \pi^{-1}(F_k) \neq \emptyset$. \( (\pi^{-1}(F_{n+1}) = \pi^{-1}(X) = Q) \) If \( 0 < k < n + 1 \), then $E \cap \pi^{-1}(F_{k-1}) = \emptyset$. But $\pi^{-1}(F_{k+1}) = \gamma(\pi^{-1}(V_k)) \supset R_2(\pi^{-1}(F_k)) \supset E$. Therefore,

$$E \subset \pi^{-1}(F_{k+1}\setminus F_k) \subset \pi^{-1}(F_{k+1}\setminus V_{k-2}).$$

Hence $\var_{E}f \leq 2$. For $k = 0$ or $k = n + 1$, we obtain similarly that $\var_{E}f \leq 1$. Hence

$$\sup_{p \in Q} \var_{E}f \leq 2.$$  \hspace{1cm} (2.40)

Comparing (2.39) and (2.40), we see that the condition (2.1) in the Marshall–O’Farrell criterion is violated. Necessity in Theorem 2.2 is proved.

**Sufficiency.** We have to show that the subspace $D$ is closed provided that the lengths of all irreducible lightning bolts in $Q$ are bounded by a number $N$. As was noted earlier, for any $p \in Q$ the inclusion $R_3(p) \supset R(p)$ always holds, and since $R_3(p)$ is closed $R_3(p) \supset \overline{R}(p)$. Let us show that in our case $R_3(p) = R(p)$. If $q \in R(p)$, then among the lightning bolts joining $p$ to $q$ we can choose one that has the smallest number of vertices. This lightning bolt is going to be irreducible, and so its length is at most $N$. Thus, any two points in a equivalence class with respect to $R$ can be joined by a lightning bolt that has at most $N$ vertices. This immediately implies that in any case

$$R(p) = \gamma^N(p),$$

where $\gamma$ is the operator defined by (2.26). But $\gamma^N(p)$ is closed; hence the equivalence class $R(p)$ is a closed set.

Similarly, if $F$ is a closed subset of $Q$, then $R(F) = \gamma^N(F)$, and this implies that $R(F)$ is also closed. Therefore (see [117]), $Q/R$ is a normal compact space and the natural projection $\pi : Q \to Q/R$ is a closed mapping. For two distinct equivalence classes $a = R(p_1)$ and $b = R(p_2)$, we can construct a function $\Phi$ continuous on $Q$ such that $\Phi(a) = 1$, $\Phi(b) = 0$. The function $F(p) = \Phi \circ \pi(p)$ is continuous on $Q$. Since it is constant on every equivalence class $R(p)$, $F \in A_3$. At the same time it takes distinct values on $R(p_1)$ and $R(p_2)$, which is only possible if $p_1$ is not equivalent to $p_2$ with respect to $R$. Thus, $R_3(p) = R(p)$.

Now, let $f \in A_1$. Choose two points $p'$ and $p''$ in $R_3(p) = R(p)$. Then $p'$ and $p''$ can be joined by a lightning bolt $[p', p_1, \ldots, p_k, p'']$, and $k \leq N - 2$. To fix the ideas assume that $p'R_1 p_1, p_R R_2 p''$ (all the remaining possibilities are treated similarly). Then $p_1 R_2 p_2, p_3 R_2 p_4, \ldots, p_{k-2} R_2 p_{k-1}, p_k R_2 p''$, and we have

$$|f(p') - f(p'')| \leq |f(p_1) - f(p_2)| + |f(p_3) - f(p_4)| + \cdots$$

$$+ |f(p_k) - f(p'')| \leq \left[ \frac{N}{2} \right] \sup_{p \in Q} \var_{R_2(p)} f$$

(2.42)

$(f(p') = f(p_1), f(p_2) = f(p_3), \ldots, f(p_{k-3}) = f(p_{k-2}), f(p_{k-1}) = f(p_k)$, since $f \in A_1$). From (2.42) we obtain

$$\sup_{p \in Q} \var_{R_2(p)} f \leq \left[ \frac{N}{2} \right] \sup_{p \in Q} \var_{R_2(p)} f;$$

hence, in view of Theorem 2.1 (where we have to set $c = \lfloor N/2 \rfloor$), the subspace $D$ is closed. The proof is now complete.
Bars and a cross. Let $Q, X, Y$ be sets, and $\pi_1 : Q \to X$, $\pi_2 : Q \to Y$ surjective mappings. If for $p_0 \in Q$ we have

\[
\pi_2 \left[ \pi_1^{-1} (\pi_1 (p_0)) \right] = Y
\]

or, using different notation,

\[
\pi_2 [R_1 (p_0)] = Y,
\]

then $R_1 (p_0)$ is called a \textit{y-bar} passing through $p_0$. Similarly, if

\[
\pi_1 \left[ \pi_2^{-1} (\pi_2 (p_0)) \right] = \pi_1 (R_2 (p_0)) = X,
\]

then $R_2 (p_0)$ is an \textit{x-bar} passing through $p_0$. In the case when $Q \subset X \times Y$ existence of a \textit{y-bar} through $p_0$ means that $\pi_1 (p_0) \times Y \subset Q$. Similarly, existence of an \textit{x-bar} means that $\pi_2 (p_0) \times X \subset Q$. If $R_1 (p_0)$ is a \textit{y-bar} and $R_2 (p_0)$ is an \textit{x-bar}, then $R_1 (p_0) \cup R_2 (p_0)$ is called a cross (passing through $p_0$). This notion was used, e.g., in \cite{113, 109, 110, 81}.

**Corollary 2.7.** If $Q, X, Y$ are compact sets and $Q$ contains at least one bar, then $D(Q)$ is closed in $C(Q)$.

**Proof.** Let $Q$ contain an \textit{x-bar} through $p_0$ and let $p_1, p_2 \in Q$ be two points. By the hypothesis there exist points $q_1 \in R(p_0)$ and $q_2 \in R(p_0)$ such that $\pi_1 (p_1) = \pi_1 (q_1)$ and $\pi_1 (p_2) = \pi_1 (q_2)$. Then, $[p_1 R_1 q_1 R_2 q_2 R_1 p_2]$ is a lightning bolt.

**Examples.** Let us give few examples illustrating the theory presented here. All examples are constructed for $Q \subset \mathbb{R}^2$ with $X, Y$ being projections of $Q$ on the coordinate axes; the subspace $D$ has the form (1.8), $A_1 = \{\varphi(x)\}$, $A_2 = \{\psi(y)\}$, $A_3 = A_1 \cap A_2$. For a more complete analysis of the examples below let us note the following fact (cf. Theorem 4.15 below). In order that $\overline{D(Q)} = C(Q)$, it is necessary that there be no closed lightning bolts in $Q$. (This is easily verified by arguments in the proof of necessity in Theorem 1.7.) With the same goal in mind, we shall be appealing to Lemma 4.1 in order to check that a measure $\mu$ orthogonal to $D(Q)$ is a zero measure.

**Example 2.8.** $A_3$ does not consist of constants only. Let

\[
Q_1 = \{(x, y), y = x, 0 \leq x \leq 1\},
Q_2 = \{(x, 1), 1 \leq x \leq 2\},
Q_3 = \{(2, y), 1 \leq y \leq 2\},
Q = Q_1 \cup Q_2 \cup Q_3.
\]

Obviously, $A_1 \neq A_2 \neq A_3$, and $A_3$ contains some other functions besides constants. For instance,

\[
f(x, y) = \begin{cases} 
x, & 0 \leq x \leq 1, \\
1, & 1 \leq x \leq 2,
\end{cases}
\]

can also be written as

\[
f(x, y) = \begin{cases} 
y, & 0 \leq y \leq 1, \\
1, & 1 \leq y \leq 2;
\end{cases}
\]

hence $f(x, y) \in A_3$ although $f(x, y) \neq \text{const.}$
EXAMPLE 2.9. Here we illustrate situations when $D = C(Q)$ and $D \neq C(Q)$.

(a) $Q = \{(0,0), (1,0), (1,1), (0,1)\}$. $D \neq C(Q)$ because $Q$ is a closed lightning bolt.

(b) $Q = \{(0,0), (1,0), (1,2), (2,2), (2,0)\}$. $D \neq C(Q)$ because $Q$ contains a closed lightning bolt.

(c) $Q = \{(0,0), (1,0), (1,2), (2,2)\}$. $D = C(Q)$.

In examples (a), (b), (c), $D = \overline{D}$. In general, when $Q$ is a finite set, the assumptions of Theorem 2.2 are trivially satisfied and $\overline{D} = D$ (here, $C(Q)$ is a finite-dimensional space and $D$, of course, is also finite-dimensional, so automatically $\overline{D} = D$).

EXAMPLE 2.10. Here we illustrate cases when $D = \overline{D}$ and $D \neq \overline{D}$.

(a) $Q$ is a union of two parallel segments that are not parallel to the coordinate axes. $D = C(Q) = \overline{D}$. (The assumptions of Theorem 1.6 are satisfied.)

(b) Three such segments. By Theorem 2.2, $D = \overline{D}$. If the segments are sufficiently long, then $D \neq C(Q)$ (there is a closed lightning bolt in $Q$).

(c) $Q$ is a boundary of the triangle with vertices $(0,0)$, $(1/2,0)$, $(1,1)$. Here, $D \neq C(Q)$ (there exist arbitrarily long irreducible lightning bolts). One can show (see Lemma 4.1 below) that $\overline{D} = C(Q)$ and, therefore, $D \neq \overline{D}$. (The latter follows from Theorem 2.2.)

(d) $Q$ consists of a polygonal path whose sides are parallel to the coordinate axes and whose vertices are

$$(0,0), (1,0), (1,1), \left(1 + \frac{1}{2^2}, 1\right), \left(1 + \frac{1}{2^2}, \frac{1}{2^2}\right), \left(1 + \frac{1}{2^2}, \frac{1}{3^2}\right), \left(1 + \frac{1}{2^2}, \frac{1}{3^2}\right), \ldots .$$

We add to the path the limit point for the vertices

$$\left(\frac{\pi^2}{6}, \frac{\pi^2}{6}\right), \left(\frac{\pi^2}{6}, \frac{\sum_{n=1}^{\infty} 1}{n^2}\right).$$

By Lemma 4.1 one can verify that $D = C(Q)$. However, $D \neq \overline{D}$ by Theorem 2.2. Construct a function $f(p) = f(x,y)$ on $Q$ as follows. On the link joining $(0,0)$ to $(1,0)$, $f(x,y)$ is continuously increasing from 0 to 1; on the link from $(1,0)$ to $(1,1)$ it continuously decreases from 1 to 0; on the link from $(1,1)$ to $\left(1 + \frac{1}{2^2}, 1\right)$ it increases from 0 to $\frac{1}{2}$; on the link from $\left(1 + \frac{1}{2^2}, 1\right)$ to $\left(1 + \frac{1}{2^2}, \frac{1}{3^2}\right)$ it decreases from $\frac{1}{2}$ to 0; on the next link it increases from 0 to $\frac{1}{3}$, etc. At the point $\left(\frac{\pi^2}{6}, \frac{\pi^2}{6}\right)$ set the value of $f$ equal to 0. Clearly, $f$ is a continuous function and therefore can be uniformly approximated by the sums $\varphi(x) + \psi(y)$, where $\varphi, \psi$ are continuous. At the same time, $f(x,y)$ can be represented in the form

$$f(x,y) = \Phi(x) + \Psi(y).$$

(In general, according to Theorem 1.7 any function on $Q$ is representable by such a sum.) However, it is easy to see that in any such representation $\Phi$ and $\Psi$ cannot
be bounded—once more confirming that $\bar{D} \neq D$, although $\bar{D} = C(Q)$. Here, the equivalence class with respect to $R_3$ of any point is all of $Q$, it contains $R((0,0))$, and $R\left(\left(\frac{\pi^2}{6}, \frac{\pi^2}{6}\right)\right) = \left(\frac{\pi^2}{6}, \frac{\pi^2}{6}\right)$.

(e) Add to the set $Q$ in the previous example one more copy of $Q$ adjacent to $\left(\frac{\pi^2}{6}, \frac{\pi^2}{6}\right)$ from “above”, the set $Q_1$. Let $\tilde{Q} = Q \cup Q_1$. For all $p \in Q$ we have $R_3(p) = \tilde{Q}$. There are three equivalence classes with respect to $R$: the point $q = \left(\frac{\pi^2}{6}, \frac{\pi^2}{6}\right)$, $Q \setminus q$, and $Q_1 \setminus q$.

§3. **Proximinality**

Propositions 2.3–2.4, Corollary 2.5, Lemma 2.6 all contain statements concerning proximinality of subspaces of functions $g \circ \Phi(p)$, where $\Phi$ is a given mapping. In this section we treat problems concerning proximinality of subspaces of sums of two superpositions. First, consider bounded functions. Similarly to (1.8), assume that $X, Y$ and $Q \subset X \times Y$ are arbitrary sets, $\pi_1 : X \times Y \to X$, $\pi_2 : X \times Y \to Y$ are canonical projections, $X = \pi_1(Q)$, $Y = \pi_2(Q)$. Functions $f(p), p \in Q$, can be written as $f(x, y), x \in X, y \in Y$.

The subspace $BD = BD(Q)$ in $B(Q)$ consists of functions $\varphi(x) + \psi(y)$:

\[ BD = \{ \varphi(x) + \psi(y) \}, \quad \varphi(x) \in B(X), \quad \psi(y) \in B(Y). \]

Also, in addition to the subspace $BD$ we consider in $B(Q)$ another subspace

\[ \overline{BD} = \{ \varphi(x) + \psi(y) \}, \quad \text{for all } \varphi(x), \psi(y) \text{ with } \varphi(x) + \psi(y) \in B(Q). \]

It follows from the example (2.10d) that in general $BD$ and $\overline{BD}$ are different.

**Theorem 3.1.** The subspace $\overline{BD}$ is always proximinal.

**Proof.** In every equivalence class with respect to the relation $R$ choose a point. Let $R(p_1)$ be such a class in which the point $p_1$ is chosen. Each point $p \in R(p_1)$ can be joined to $p_1$ by a finite lightning bolt. Among the lightning bolts joining $p$ and $p_1$ there exist irreducible ones. Fix one such irreducible lightning bolt $[p_1, p_2, \ldots, p_m = p]$. We call it marked, and denote it by $\{p_1, p\}$. If $p_i = (x_i, y_i)$, $p_{i+1} = (x_{i+1}, y_{i+1})$, then either $y_i = y_{i+1}$, or $x_i = x_{i+1}$. In the first case we shall write $i \in C_x$, in the second case $i \in C_y$. Consider the following linear functionals on $B(Q)$:

\[ A_p(f) = \sum_{1 \leq i \leq m-1, i \in C_x} [f(p_{i+1}) - f(p_i)]; \]

\[ B_p(f) = \sum_{1 \leq i \leq m-1, i \in C_y} [f(p_{i+1}) - f(p_i)]. \]

If $p = p_1$, then both sums are defined to be zero. For all $p \in R(p_1)$ these functionals are continuous in the weak $(\ast)$ topology of $B(Q)$ defined by $B(Q) = \ell^1(Q)^\ast$. Also,
for any two points \( p \) and \( \bar{p} \) that belong to the same equivalence class \( R(p_1) \) define the linear functionals

\[
L_{A,p,\bar{p}}(f) = (A\bar{p} - A_p)(f);
L_{B,p,\bar{p}}(f) = (B\bar{p} - B_p)(f).
\]

These functionals are also continuous with respect to the weak (*) topology in \( B(Q) \).

Considering all the equivalence classes with respect to \( R \) into which \( R \) divides \( Q \), denote by \( M \) the set of those functionals (3.3) for which the following additional requirements hold (\( p = (x, y) \), \( \bar{p} = (\bar{x}, \bar{y}) \)):

\[
L_{A,p,\bar{p}}(f) \in M \quad \text{if} \quad x = \bar{x}; \quad L_{B,p,\bar{p}}(f) \in M \quad \text{if} \quad y = \bar{y}.
\]

**Assertion 3.2.** \( \overline{BD} = M^\perp \).

**Proof.** Let \( f \in \overline{BD} \) and hence \( f(p) = \varphi(p) + \psi(p) \), where \( \varphi(p) = \varphi(x) \), \( \psi(p) = \psi(y) \). If \( p \in R(p_1) \) and \( \{p_1, p\} \) is the marked lightning bolt, then

\[
\psi(p_{i+1}) = \psi(p_i), \quad i \in C_x, \quad \varphi(p_{i+1}) = \varphi(p_i), \quad i \in C_y.
\]

Therefore,

\[
\varphi(p_{i+1}) - \varphi(p_i) = f(p_{i+1}) - f(p_i), \quad i \in C_x,
\]

\[
\psi(p_{i+1}) - \psi(p_i) = f(p_{i+1}) - f(p_i), \quad i \in C_y.
\]

Hence, using the functionals (3.2), we obtain

\[
\varphi(p) - \varphi(p_1) = A_p(f), \quad \psi(p) - \psi(p_1) = B_p(f).
\]

If \( L_{A,p,\bar{p}} \in M, p = (x, y), \bar{p} = (\bar{x}, \bar{y}) \), then in view of (3.4) \( x = \bar{x} \). Hence \( p \) and \( \bar{p} \) belong to the same equivalence class with respect to the relation \( R \). Let it be a class \( R(p_1) \). Then from (3.1)–(3.6) it follows that

\[
L_{A,p,\bar{p}}(f) = A\bar{p}(f) - A_p(f) = \varphi(\bar{p}) - \varphi(p) = \varphi(\bar{x}) - \varphi(x) = 0.
\]

Similarly, for \( L_{B,p,\bar{p}} \in M \) we obtain

\[
L_{B,p,\bar{p}}(f) = 0.
\]

Therefore, \( \overline{BD} \subset M^\perp \). Now let \( f \in B(Q) \) be orthogonal to \( M \). Construct \( \varphi(x) \) and \( \psi(y) \) such that \( f = \varphi(x) + \psi(y) \). Taking an equivalence class \( R(p_1) \), set \( \varphi(p_1) = f(p_1), \psi(p_1) = 0 \) at the marked point \( p_1 \). At any \( p \in R(p_1) \) define the functions \( \varphi(p) \) and \( \psi(p) \) by (3.6). Do this for all the equivalence classes. From (3.2) and (3.6) it follows right away that \( f(p) = \varphi(p) + \psi(p) \). Now let points \( p = (x, y) \in R(p_1) \) and \( \bar{p} = (\bar{x}, \bar{y}) \) be such that \( x = \bar{x} \). Then, \( \bar{p} \in R(p_1) \) and \( L_{A,p,\bar{p}} \in M \). Therefore, \( L_{A,p,\bar{p}}(f) = 0 \). From (3.6), (3.3) it follows that \( \varphi(p) - \varphi(\bar{p}) = 0 \). Thus, \( \varphi(p) \) depends only on the coordinate \( x \) of a point \( p : \varphi(p) = \varphi(x) \). Similarly, one shows that \( \psi(p) \) depends only on the \( y \)-coordinate. Thus, \( f = \varphi(x) + \psi(y) \), and so \( M^\perp \subset \overline{BD} \). Thus, \( M^\perp = \overline{BD} \), and Assertion 3.2 is proved.

In order to complete the proof of Theorem 3.1, note that from Assertion 3.2 it follows that \( \overline{BD} \) is weak (*) closed, and weak (*) closedness implies proximinality.
THEOREM 3.3. If the lengths of irreducible lightning bolts in the set $Q$ are uniformly bounded, then $BD = B\overline{D}$ and hence the subspace $B\overline{D}(Q)$ is proximinal.

PROOF. By the hypothesis the number of vertices of any given lightning bolt does not exceed some constant $M$. Let $f(p) = \varphi(x) + \psi(y) \in B\overline{D}$. On each equivalence class $R(p_1)$ functions $\varphi$ and $\psi$ are defined up to additive constants $c_1$ and $c_2 = -c_1$, respectively. Therefore, we can assume that at a given point $p_1$ we have $\varphi(p_1) = f(p_1)$ and $\psi(p_1) = 0$. Then from (3.2) and (3.6) we obtain (since $f$ is a bounded function!)

$$|\varphi(p)| \leq M\|f\|, \quad |\psi(p)| \leq M\|f\|.$$ 

Thus, $\varphi \in B(X), \psi \in B(Y)$, and $f \in BD$. Hence $B\overline{D} = BD$, and from Theorem 3.1 it follows that $BD$ is proximinal.

COROLLARY 3.4. If the set $Q$ contains either an $x$-bar or a $y$-bar, then $BD$ is proximinal.

PROOF. As in Corollary 2.7, we conclude that the lengths of all irreducible lightning bolts are bounded by 4.

Now consider conditions that would provide proximinality of the subspace $D$ as in (1.8) in $C(Q)$. We shall only consider compact metric spaces. If $V$ is a metric space, we denote by $a(a, r)$ the closed ball of radius $r$ centered at $a \in V$.

THEOREM 3.5. Let $X, Y, Q \subset X \times Y$ be compact metric spaces and let a subspace $D$ be defined by formulas (1.8), where $\pi_1 : Q \to X, \pi_2 : Q \to Y$ are the natural projections (considered on $Q$ only), $\pi_1(Q) = X, \pi_2(Q) = Y$. Suppose that for any point $x \in X$ and any $\delta > 0$ there exists $\delta_0 = \delta_0(X), 0 < \delta_0 < \delta$, such that the set

$$(3.8) \quad \pi_1^{-1}(\sigma(x, \delta_0))$$

has a $y$-bar. Then the subspace $D$ is proximinal in $C(Q)$.

First, we shall establish the following lemma.

LEMMA 3.6. If the assumptions of Theorem 3.5 hold, then the lengths of irreducible lightning bolts in $Q$ are uniformly bounded.

PROOF. From the compactness of $X$ it follows that there exist a finite number of closed balls $\sigma(x_k, \delta_k), x_k \in X, k = 1, \ldots, \nu$, covering $X$, such that each set

$$Q_k = \pi_1^{-1}(\sigma(x_k, \delta_k)), \quad k = 1, \ldots, \nu,$$

contains a $y$-bar. Let $x_k^0 \in \sigma(x_k, \delta_k)$ be such a point corresponding to a $y$-bar of the set $Q_k$. If $p = (x, y)$ and $\tilde{p} = (\tilde{x}, \tilde{y})$ are two points from $Q_k$, the points $(x_0^k, y)$ and $(x_0^k, \tilde{y})$ also lie in $Q_k$. Therefore, $p$ and $\tilde{p}$ can be joined by a lightning bolt $[p, (x_0^k, y), (x_0^k, \tilde{y}), \tilde{p}]$ of length 4.

Since $\bigcup_{k=1}^{\nu} Q_k = Q$, the number of equivalence classes in $Q$ with respect to the relation $R$ is finite, and each such class is a union of some of the sets $Q_k$. Take a point $p_k \in Q_k$ in each of the sets $Q_k$ (e.g., $p_k = (x_0^k, y_k)$). If $Q_i$ and $Q_j$ belong to the same equivalence class, let $m_{ij}$ denote the length of an irreducible lightning
bolt joining \( p_i \) and \( p_j \). Now, if \( p \) and \( \tilde{p} \) belong to the same equivalence class with respect to \( R \), where \( p \in Q_i, \tilde{p} \in Q_j \), then in view of the above argument, the points \( p, p_i, p_j, \tilde{p} \) can be included in one lightning bolt whose length in any case does not exceed \( 4 + m_{ij} + 4 \). Hence all irreducible lightning bolts in \( Q \) have length bounded by \( M + 8 \), where \( M = \max m_{ij} \).

**Proof of Theorem 3.5.** Let \( f \in C(Q) \subset B(Q) \). In view of Theorem 3.3 and Lemma 3.6, the function \( f(p) = f(x,y) \) has the best approximation \( \varphi_0(x) + \psi_0(y) \) in the space \( BD \). We shall use the following notation. If \( V \) is a metric space, \( W \subset V \) is a subset and \( v \in V \) an element, then \( \text{dist}(v, W) \) is the distance from \( v \) to \( W \). Let

\[
(3.9) \quad d = \text{dist}(f, BD)
\]

in \( B(Q) \). Consider the function \( F(x,y) = f(x,y) - \psi_0(y) \). Obviously,

\[
(3.10) \quad d = \text{dist}(F, B(X)) ,
\]

where \( B(X) \) is viewed as a subspace of \( B(Q) \). As in Propositions 2.3 and 2.4, introduce for \( F(x,y) \) the functions \( M(x), m(x), M^*(x), m^*(x) \). From Proposition 2.4 and (3.10) it follows that

\[
(3.11) \quad d = \frac{1}{2} \sup_{x \in X} (M(x) - m(x)) .
\]

So, for all \( x \in X \), we have

\[
(3.12) \quad M(x) - m(x) \leq 2d.
\]

Let us also show that

\[
(3.13) \quad M^*(x) - m^*(x) \leq 2d
\]

for all \( x \in X \). Take an arbitrary \( \varepsilon > 0 \). The uniform continuity of \( f(x,y) \) on \( Q \) implies the existence of \( \delta > 0 \) such that whenever \( (x,\bar{x}) < \delta \) and \( (x,y), (\bar{x},y) \) are points in \( Q \),

\[
(3.14) \quad |f(x,y) - f(\bar{x},y)| < \varepsilon .
\]

Fix \( x_0 \in X \) and choose \( \delta_1 < \delta \) so that the set \( \pi^{-1}_1(\sigma(x_0,\delta_1)) \) has a \( y \)-bar. Let \( x_1 \in \sigma(x_0,\delta_1) \) be a value of \( x \) corresponding to that bar. For every \( x \in \sigma(x_0,\delta_1) \) we use (3.14) and the existence of a \( y \)-bar corresponding to \( x_1 \) to get

\[
M(x) = \sup_{(x,y) \in Q} F(x,y) \leq \sup_{(x_1,y) \in Q} F(x_1,y) + \varepsilon = M(x_1) + \varepsilon ;
\]

\[
m(x) = \inf_{(x,y) \in Q} F(x,y) \geq \inf_{(x_1,y) \in Q} F(x_1,y) - \varepsilon = m(x_1) - \varepsilon .
\]

Therefore,

\[
(3.15) \quad M^*(x_0) \leq \sup_{x \in \sigma(x_0,\delta)} M(x) \leq M(x_1) + \varepsilon ;
\]

\[
m^*(x_0) \geq \inf_{x \in \sigma(x_0,\delta)} m(x) \geq m(x_1) - \varepsilon .
\]

Since \( M(x_1) - m(x_1) \leq 2d \) (in view of (3.12)), we obtain from (3.15) that

\[
M^*(x_0) - m^*(x_0) \leq M(x_0) - m(x_1) + 2\varepsilon \leq 2d\varepsilon .
\]
Since $\varepsilon > 0$ is arbitrary, (3.13) follows.

According to Proposition 2.3,

$$\text{dist}(F, C(X)) = \frac{1}{2} \sup_{x \in X} [M^*(x) - m^*(x)] \geq \text{dist}(F, B(X)) = d.$$ 

Comparing (3.16) and (3.13), we conclude that

$$\text{dist}(F, C(X)) = d.$$ 

Proposition 2.3 also implies that there exists the best approximation $\varphi^*(x) \in C(X)$ to $F(x, y)$ for which

$$\|F(x, y) - \varphi^*(x)\| = \|f(x, y) - \varphi^*(x) - \psi(y)\| = d.$$ 

Consider a continuous function $\Phi(x, y) = f(x, y) - \varphi^*(x)$. From (3.17) it follows that

$$\text{dist}(\Phi, B(Y)) = d.$$ 

Construct for $\Phi(x, y)$ functions $M(y)$ and $m(y)$ similar to the earlier construction of $M(x)$ and $m(x)$. According to Proposition 2.4

$$\text{dist}(\Phi, B(Y)) = \frac{1}{2} \sup_{y \in Y} [M(y) - m(y)].$$ 

However, Lemma 2.6 also shows that in this situation $\Phi$ is continuous, $Q$ is a compact set and the distance $\text{dist}(\Phi, C(Y))$ is equal to the distance in (3.19). So, again, $M^*(y) = M(y)$ and $m^*(y) = m(y)$. From Proposition 2.3 it follows that the best approximation $\psi^*(y) \in C(Y)$ to $\Phi$ does exist. So,

$$\|\Phi - \psi^*\| = \|f(x, y) - \varphi^*(x) - \psi^*(y)\| = d,$$

and hence $\varphi^*(x) + \psi^*(y)$ is the best approximation to $f$ in the subspace $D$. Proximinality of $D$ in $C(Q)$ is proved.

REMARKS 3.7. 1. It is clear from the proof that $\varphi^* + \psi^*$ is the best approximation to $f$ not only in $C(Q)$ but also in $B(Q)$.

2. The asymmetry of the assumptions of the theorem with respect to $x$ and $y$ should be stressed: presence of local $y$-bars suffices, while presence of crosses does not. (Of course, one can interchange the roles of the variables in the statement of the theorem.)

3. Since a proximinal space is necessarily closed, uniform boundedness of all irreducible lightning bolts in $Q$ is also necessary for proximinality of $D$ in $C(Q)$.

EXAMPLES 3.8. (a) The assumptions of Theorems 3.3 and 3.5 are satisfied for a wide class of sets. For example, they are satisfied for a curvilinear trapezoid

$$\{(x, y) : a \leq x \leq b, \ 0 \leq g \leq f(x)\},$$

provided that $f(x)$ is a continuous function on $[a, b]$, or, also, the set

$$\{(x, y) : a \leq x \leq b, \ f_1(x) \leq y \leq f_2(x)\}$$

provided that $f_1(x)f_2(x) \leq 0$. The assumptions of Theorem 3.5 are also satisfied for a compact $Q$ symmetric about the $O_x$-axis, provided that all its cross-sections by the lines $x = \text{const}$ are either segments or points. An arbitrary finite union of
closed rectangular regions (with sides parallel to the coordinate axes) satisfies the assumptions of Theorem 3.5 as well. It is easy to form such a union that does not contain a global x-bar, y-bar, or, the more so, a cross.

(b) A closed region bounded by an ellipse whose axes are not parallel to the coordinate axes satisfies the assumptions of Theorem 3.3 but not those of Theorem 3.5. It is unknown whether $D$ is proximinal there.

(c) Example 2.10d shows that the assumptions of Theorems 3.3 and 3.5 are essential (the assumptions of Theorem 3.5 are violated at the point $(\pi^2/6, \pi^2/6)$). In that example, the set $Q$ is one-dimensional. Let us give an example showing that the assumptions of Theorems 3.3 and 3.5 are also essential when $Q$ is a closed region. Let a closed region $Q$ be bounded by the curves

$$y = x - \frac{1}{3}x^3, \quad y = x + \frac{1}{3}x^3, \quad x = 1.$$ 

The requirements of Theorem 3.5 fail either for points $x \in X = [0, 1]$, or for points $y \in Y = [0, 1\frac{1}{3}]$. The requirements of Theorem 3.3 also fail: we can place in $Q$ lightning bolts of an arbitrary length ($Q/R$ consists of two classes: $(0, 0)$ and $Q \setminus (0, 0)$). Consider the functions

$$\varphi(x) = \begin{cases} \frac{1}{x}, & x \neq 0, \\ 0, & x = 0, \end{cases} \quad \psi(y) = \begin{cases} -\frac{1}{y}, & y \neq 0, \\ 0, & y = 0, \end{cases}$$

and set $f(x, y) = \varphi(x)\psi(y)$. It is easy to check that $f \in C(Q)$, $f \in \overline{D}$, but $f \notin D$ and $f \notin BD$; hence $f$ neither has the best approximation in $D$, nor in $BD$. Yet $f \in \overline{BD}$, and hence is its own best approximation in $\overline{BD}$. We have $g(x, y) = \sin \varphi(x) + \sin \psi(y) \in C(Q)$, $g \in BD$, $g \in \overline{D}$, but $g \notin D$. So, if the requirements of Theorem 3.5 are not fulfilled, there exist situations in which a continuous function has a best approximation in $BD$, but not in $D$.

The results of these sections are taken from [51].

§4. Annihilator of sums of superpositions. When is the subspace of sums of superpositions everywhere dense?

In many problems of approximation by elements of a given subspace, it is necessary to make a study of the annihilator of that subspace. In this section we shall start the study of the annihilator of the subspace of sums of superpositions. First, consider a general case of linear superpositions. Let $X, X_1, \ldots, X_i, \ldots$ be compact sets, $\Phi_i : X \to X_i$ continuous mappings, and $h^i(x) \in C(X_i)$ given functions. Form the linear subspace in $C(X)$ that consists of all linear superpositions—each has its own number of terms:

$$D = \left\{ \sum_{i=1}^{k} h^i(x) g^i \circ \Phi_i(x), \quad k \geq 1, \quad g_i \in C(X_i) \right\}.$$ 

**Lemma 4.1.** In order that a measure $\mu \in C(X)^*$ be orthogonal to the subspace (4.1) it is necessary and sufficient that

$$\nu_i \overset{\text{def}}{=} \Phi_i \circ (h^i \mu) \equiv 0, \quad i = 1, 2, \ldots.$$ 

The proof follows immediately from formula (2.12) of Chapter 1. Let $\mu = \mu^+ - \mu^-$ be the Jordan decomposition of $\mu \in D^\perp$. Formula (4.2) carries some
information concerning symmetry in the disposition of $S_{\mu^+}$ and $S_{\mu^-}$. ($S_{\nu}$ is, as usual, the closed support of the measure $\nu$.) Such symmetry appears more clearly when $h^i(x) = 1$ for all $i = 1, \ldots$. In that case, (4.2) means that for an arbitrary Borel set $E \subset X_i$

$$\mu \left( \Phi_i^{-1}(E) \right) = 0,$$

or

(4.3)

$$\mu^+ \left( \Phi_i^{-1}(E) \right) = \mu^- \left( \Phi_i^{-1}(E) \right).$$

To make the condition (4.2) more transparent, consider the case when $S_{\mu_i}$ is a finite set.

**Corollary 4.2.** Let $h^i(x) \equiv 1$, $i = 1, \ldots$, $\mu \in D_1$, and assume that the support $S_{\mu_i}$ of the measure $\mu$ is a finite set. Then each point $x_0 \in S_{\mu_i}$ corresponds for all $i = 1, 2, \ldots$ to at least one point $x_i \in S_{\mu_i}$ such that $\Phi_i (x_0) = \Phi_i (x_i)$ and, accordingly, each point $y_0 \in S_{\mu^-}$ corresponds for all $i = 1, \ldots$ to at least one point $y_i \in S_{\mu^+}$ such that $\Phi_i (y_0) = \Phi_i (y_i)$.

**Theorem 4.3** [131]. Let $X$, $\{X_i\}$ be compact metric spaces, and let $D$ be defined by (4.1), where all $h^i(x) \equiv 1$, $i = 1, 2, \ldots$. Let the operator $\tau: 2^X \rightarrow 2^X$ be defined by (7.1) and (7.2) of Chapter 1, where the intersection in the second formula is taken over all $i$. If $\mu \in D_1$ and $|\mu|$ denotes the total variation of $\mu$, then

(4.4)

$$|\mu| \left( X \setminus \bigcap_{n=1}^{\infty} \tau^n(X) \right) = 0.$$

**Proof.** As shown in Lemma 7.5 of Chapter 1, if $Z \subset X$ is a Borel set, then $Z^i$ and $\tau(Z)$ are also Borel sets. For each $i$, consider $X \setminus X^i$. For any Borel set $E \subset X \setminus X^i$, we have

$$\mu(E) = \Phi_i \circ \mu \left( \Phi_i(E) \right)$$

and, in view of Lemma 4.1, $\mu(E) = 0$. Hence, $|\mu| \left( X \setminus X^i \right) = 0$. But then

$$|\mu| \left( X \setminus \tau(X) \right) = |\mu| \left( \bigcup_i \left( X - X^i \right) \right) \leq \sum_i |\mu| \left( X \setminus X^i \right) = 0,$$

so that the measure $\mu$ is supported on the set $\tau(X)$. Taking $Z = \tau(X)$, consider $Z \setminus \tau(Z) = \tau(X) \setminus \tau^2(X)$. Let $E \subset Z \setminus Z_i$. We have $E_1 \overset{\text{def}}{=} \Phi_i^{-1} \left( \Phi_i(E) \right) = E \cup E_2$, where $E_2 \subset X \setminus Z$. By Lemma 4.1, $\mu(E_1) = 0$. By what we have already shown, $\mu(E_2) = 0$, so $\mu(E) = 0$. Thus, we have shown that $|\mu| (Z \setminus Z^i) = 0$. Similarly, we can show now that $|\mu| (Z \setminus \tau(Z)) = 0$ and, accordingly, the measure $\mu$ is supported on $\tau(Z) = \tau^2(X)$. Continuing these arguments, we can prove that for all $n$, $|\mu| \left( \tau^n(X) \setminus \tau^{n+1}(X) \right) = 0$ and $\mu$ is supported on $\tau^n(X)$. Finally,

$$|\mu| \left( X \setminus \bigcap_{n=1}^{\infty} \tau^n(X) \right) = |\mu| \left( \bigcup_{n=1}^{\infty} \left( \tau^{n-1}(X) \setminus \tau^n(X) \right) \right) = 0$$

and $\mu$ is supported on $\bigcap_{n=1}^{\infty} \tau^n(X)$, while $S_{\mu} \subset \bigcap_{n=1}^{\infty} \tau^n(X)$. 
§4. ANNIHILATOR OF SUMS OF SUPERPOSITIONS

Approximation of measures in $D^\perp$ with finite supports. From now on, assume that $D$ consists of functions (1.1) with a fixed number of terms $N$. In fact, without loss of generality, assume that $X \subset Y = X_1 \times \cdots \times X_N$, and the $\Phi_i$ are natural projections from $Y$ onto $X_i$, $\Phi_i(X) = X_i$. We can consider functions in $D$ as being defined on $Y$: $D = D(Y)$. We shall specifically say so whenever by $\Phi_i$ we understand its restriction to $X$ (as, e.g., in (4.3)).

**Theorem 4.4.** Let $\mu \in D^\perp$, $S\mu \subset X$, $\|\mu\| = 1$. There exists a set of measures $\{\mu_\alpha\} \subset D(Y)^\perp$ weak $(\ast)$ converging in $C(Y)^\ast$ to $\mu$ and satisfying the following properties:

1. $\|\mu_\alpha\| = 1$.
2. $S_{\mu_\alpha}$ is a finite set.
3. For any open neighborhood $G \subset X$ there exists an index $\alpha_0$ such that $S_{\mu_\alpha} \subset G$ for $\alpha > \alpha_0$.

**Proof.** To simplify notation, we shall conduct the arguments for $N = 2$. Consider partitions of $X_1$ into a finite number $U_1, \ldots, U_k$ of Borel subsets, and similar partitions $V_1, \ldots, V_\ell$ for $X_2$. For indices $\alpha$ we use all possible pairs of such partitions: $\alpha = (U_1, \ldots, U_k; V_1, \ldots, V_\ell)$. The set $\{\alpha\}$ has a natural partial order (according to the "fineness" of a partition), after which $\{\alpha\}$ becomes a directed set. Take some $\alpha$. In each one of the sets $U_1, \ldots, U_k$ that are incorporated into $\alpha$, we choose a point $t_1, \ldots, t_k$. Similarly, in $V_1, \ldots, V_\ell$ we select points $\tau_1, \ldots, \tau_\ell$. Points $x_{ij} = t_i \times \tau_j \in U_i \times V_j$, $i = 1, \ldots, k$, $j = 1, \ldots, \ell$, are points in $Y = X_1 \times X_2$. At each one of the points $x_{ij}$ we place an atom of the measure $\mu_\alpha (x_{ij}) \overset{\text{def}}{=} \mu (U_i \times V_j)$. Applying Lemma 4.1 first to the measure $\mu$, and then to a newly-constructed measure $\tilde{\mu}$, we conclude that $\tilde{\mu}_\alpha \in D(Y)^\perp$. Clearly, $\|\tilde{\mu}_\alpha\| \to 1$, so we can pass to measures $\mu_\alpha = \frac{\tilde{\mu}_\alpha}{\|\tilde{\mu}_\alpha\|}$ for which $\|\mu_\alpha\| = 1$.

The proof of (2) and (3) is a rather elementary exercise in measure theory, and we omit it. When $X_1$ and $X_2$ are compact metric spaces, instead of a net $\{\mu_\alpha\}$, one can construct an ordinary sequence $\{\mu_\alpha\}$, and then the checking of properties (2) and (3) becomes especially simple.

**Measures on lightning bolts.** Consider the case $N = 2$ and return to the notation of (1.7) and (2.18) of the present chapter. If a lightning bolt $\ell = [p_1, \ldots, p_n]$ contained in $Q$ is finite, we associate with it a linear functional over $C(Q)$ defined by the formula

$$r_\ell(f) = \frac{1}{n} \sum_{i=1}^{n} (-1)^{i-1} f(p_i),$$

or

$$r_\ell(f) = \frac{1}{n} \sum_{i=1}^{n} (-1)^{i} f(p_i).$$

Thus, $r_\ell$ is generated by a measure that has atoms $\pm \frac{1}{n}$ with alternating signs at the vertices of the lightning bolt. We denote this measure by $r_\ell$, the same as the corresponding functional, in order not to complicate the notation.
If $\delta_p$ is the delta-mass at $p$, then

\begin{equation}
(4.6)
\tau_\ell = \frac{1}{n} \sum_{1}^{n} (-1)^{i-1} \delta_{p_i},
\end{equation}

or

\begin{equation}
(4.6')
\tau_\ell = \frac{1}{n} \sum_{1}^{n} (-1)^{i} \delta_{p_i}.
\end{equation}

If $\ell : [p_1, \ldots, p_n, \ldots]$ is an infinite lightning bolt, we associate with it a sequence of linear functionals on $C(Q)$:

\begin{equation}
(4.7)
r^n_\ell = \frac{1}{n} \sum_{1}^{n} (-1)^{i-1} f(p_i), \quad n = 1, 2, \ldots.
\end{equation}

**Lemma 4.5.** 1. For (4.5) we have $\|r_\ell\| \leq 1$, while for (4.7), $\|r^n_\ell\| \leq 1$, $n = 1, 2, \ldots$.

2. $\|r_\ell\| = 1$ ($\|r^n_\ell\| = 1$, $n = 1, 2, \ldots$) if and only if the set of vertices of the lightning bolt $\ell$ having even indices does not overlap with that having odd indices.

3. If $\ell$ is closed, then $r_\ell \in D^\perp$. If $\ell$ is an infinite lightning bolt and $r$ is a limit point of the sequence of linear functionals $\{r^n_\ell\}$ in the weak $(\ast)$ topology of the space $C(Q)^*$, then $r \in D^\perp$.

**Proof.** 1. Clearly, $|r_\ell(f)| \leq \frac{1}{n} \|f\|$, and hence $\|r_\ell\| \leq 1$. Similarly, $\|r^n_\ell(f)\| \leq 1$, $n = 1, 2, \ldots$.

2. The assumptions in part 2 of the lemma mean that the same point $p$ cannot simultaneously be a vertex of $\ell$ having even and odd indices (although we do not exclude cases when among the vertices of $\ell$ having even indices (or odd, for that matter) there are equal ones). Consider the case of a finite lightning bolt $\ell = [p_1, \ldots, p_n]$. In the case when a vertex $p$ is repeated among vertices with odd indices $m$ times it accumulates the charge $\frac{m}{n}$. If a vertex $p$ is repeated $k$ times among vertices with even indices, it accumulates the charge $-\frac{k}{n}$. Clearly, in this situation we always have

\[\int_{Q} |dr_\ell| = \int_{\ell} |dr_\ell| = \frac{1}{n} \cdot n = 1,\]

i.e., $\|r_\ell\| = 1$, and, similarly, $\|r^n_\ell\| = 1$, $n = 1, 2, \ldots$, for the case of an infinite bolt. If a vertex $p$ had both even and odd indices, then in the sum (4.6) (or (4.7)) the corresponding terms would cancel, since they have opposite signs. Thus, the total variation of the charge will still be less than $1 - \frac{2}{n}$.

3. Let, e.g., $\ell = p_1 R_1 p_2 R_2 p_3 \ldots p_{n-1} R_{n-1} p_n$. If $n$ is even, then $R_{n-1} = R_1$, while if it is odd, then $R_{n-1} = R_2$. In the first case ($n = 2m$) for an arbitrary sum $g_1 \circ \pi_1(p) + g_2 \circ \pi_2(p)$ we have

\begin{equation}
(4.8)
r_\ell [g_1 \circ \pi_1 + g_2 \circ \pi_2] = \frac{1}{n} [g_2 (\pi_2 (p_1)) - g_2 (\pi_2 (p_n))].
\end{equation}
In the second case \( n = 2m + 1 \) we have

\[
(4.8') \quad r_{\ell} [g_1 \circ \pi_1 + g_2 \circ \pi_2] = \frac{1}{n} [g_2 (\pi_2 (p)) + g_1 (\pi_1 (p_n))].
\]

Similar formulas also hold when \( p_1 R_2 p_2 \). If the lightning bolt is closed, then \( n = 2m \) and (4.8) implies that \( r_{\ell} \in D(Q)^\perp \). If \( \ell \) is infinite and a subsequence \( \{r_{\ell}^{n_k}\} \), \( n_k \to \infty \), converges to a functional \( r \) in the weak (\ast) topology of \( C(Q)^* \), then it follows from (4.8) and (4.8') that \( r \in D^\perp \). (Note that we do not rule out the case \( r \equiv 0 \).)

Below, we shall mainly use only the lightning bolts for which \( \|r_{\ell}\| = 1 \) (and therefore, the sets of vertices with even or odd indices are disjoint). This is stipulated by the fact that in duality relations one uses measures \( \mu \in D^\perp \) for which \( \|\mu\| = 1 \).

**Representation of measures in** \( D^\perp \) **with finite supports by measures on lightning bolts.**

**Lemma 4.6.** If \( \mu \in D^\perp \), \( \|\mu\| = 1 \) and \( \mu \) has support \( S_\mu \) that consists of finitely many points, then \( \mu \) is a convex combination of measures on closed lightning bolts whose supports are contained in \( S_\mu \).

**Proof (V. A. Medvedev).** Choose an arbitrary point \( p_1 \in S_\mu \). According to (2.2) and (2.3) there exists a point \( p_2 \in S_{\mu}, p_1 R_1 p_2 \), while \( \mu (p_2) \mu (p_1) < 0 \). Further, there exists \( p_3 \in S_\mu \) with \( p_2 R_2 p_3 \) and \( \mu (p_2) \mu (p_3) < 0 \), etc. The process is finished when at the next step we arrive at one of the points constructed earlier. Without loss of generality assume that \( p_1 \) is such a point. Let us assume that the constructed points \( p_1, p_2, \ldots, p_n, p_1 \) form a circular lightning bolt. If \( p_n R_2 p_1 \), then the lightning bolt \( \ell_1 = [p_2, \ldots, p_n] \) is closed. At the neighboring vertices of \( \ell_1 \) atoms of \( \mu \) have opposite signs. Let \( m \) be the smallest of the absolute values of atoms of the measure \( \mu \) at vertices of \( \ell_1 \). Consider measure \( r_{\ell_1} \), choosing the signs of the atoms on \( \ell_1 \) to be the same as those for \( \mu \). If \( N \) denotes the number of vertices of \( \ell_1 \) \( (N = n \) or \( N = n - 1 \) \), then the measure \( N m r_{\ell_1} \) has values \( \pm m \) at the vertices of \( \ell_1 \) and the signs coincide with those of \( \mu \). Since \( m \) is the smallest modulus of values of \( \mu \) at the vertices of \( \ell_1 \), the measure \( \mu_1 = \mu - \lambda_1 r_{\ell_1} \), where \( \lambda_1 = N m \), has at the vertices of \( \ell_1 \) the same signs as \( \mu \), and \( |\mu_1| = |\mu| - N m |r_{\ell_1}| \); hence \( |\mu_1| = |\mu| - \lambda_1 |r_{\ell_1}| = 1 - \lambda_1 \). Further, \( r_{\ell_1} \in D^\perp \). So \( \mu_1 \in D^\perp \). Finally, at a vertex of \( \ell_1 \) where \( \mu \) takes a value \( \pm m \), the value of \( \mu_1 \) equals zero. So, the support of \( \mu_1 \) is smaller than \( S_\mu \) by at least one point. Now repeat a similar construction on \( S_{\mu_1} \). Clearly, after finitely many steps we arrive at

\[
\mu = \sum_{k=1}^{\ell} \lambda_k r_{\ell_k}, \quad \sum_{k=1}^{\ell} \lambda_k = 1, \quad \lambda_k > 0.
\]

**Corollary 4.7.** For \( N = 2 \), in view of Theorem 4.4, each one of the measures \( \mu_\alpha \) approximating the measure \( \mu \in D(Q)^\perp \) is a convex combination of measures on closed lightning bolts situated in \( G \) for \( \alpha > \alpha_0 \).
**Duality relations.** Let $L$ be a normed linear space, $L_0$ a subspace in $L$ and $f$ an element of $L$. The following duality relation has by now become a routine part of approximation theory:

\[ (4.9) \quad \max_{\|\ell\| \leq 1} |\ell(f)| = \inf_{g \in L_0} \|f - g\|. \]

(Here, as always, we write $\max$ ($\min$) instead of $\sup$ ($\inf$) when we can guarantee that it is attained.) Using the earlier notation, let us consider a problem of the best approximation in $C(Q)$ of a given function $f \in C(Q)$ by functions in the subspace $D$:

\[ (4.10) \quad E(f) \overset{\text{def}}{=} \inf_{g \in D} \|f - g\| = \inf_{g_1 \in C(X)} \max_{p \in Q} \left| f(p) - (g_1 \circ \pi_1(p) + g_2 \circ \pi_2(p)) \right|. \]

Then, (4.9) becomes

\[ (4.11) \quad E(f) = \max_{\mu \in D_0} \left| \int_Q f d\mu \right|. \]

Theorem 4.4 and Corollary 4.7 allow us to use in (4.11) measures with a simple structure, although without being able to guarantee that $\sup$ is attained. Assume that all functions in $C(Q)$ are extended to functions in $C(X \times Y)$, and all functions in $D(Q)$ to functions in $D(X \times Y)$.

Let $G$ be an open neighborhood of $Q$, and let $\eta = G$ run over the directed set of all such neighborhoods of $Q$ partially ordered in the usual way. Set

\[ (4.12) \quad R_\eta(f) = \sup_{\ell \in G} \left| \int \ell f d\mu \right| = \sup_{\ell \in G} |r_\ell(f)|, \]

where sup is taken over all closed lightning bolts $\ell$. Clearly, the scalar-valued net $\{R_\eta(f)\}$ is decreasing with respect to $\eta$. Therefore, there exists

\[ (4.13) \quad \lim_\eta R_\eta(f) = \inf_{G \supseteq Q} R_\eta(f). \]

**THEOREM 4.8 (duality).** If $Q = X \times Y$, then

\[ (4.14) \quad E(f) = \sup_{\ell \in Q} |r_\ell(f)|, \]

where the supremum is taken over all closed lightning bolts $\ell$. In the general case $Q \subset X \times Y$,

\[ (4.15) \quad E(f) = \lim_\eta R_\eta(f). \]

**PROOF.** Fix $\varepsilon > 0$, and let $g_1 \in C(X)$ and $g_2 \in C(Y)$ be such that

\[ \|f - g_1 \circ \pi_1(p) - g_2 \circ \pi_2(p)\|_Q < E(f) + \varepsilon. \]

Take a domain $\eta = G \subset Q$ so that

\[ \|f - g_1 \circ \pi_1(p) - g_2 \circ \pi_2(p)\|_G < E(f) + 2\varepsilon. \]
For any closed lightning bolt \( \ell \subseteq G \) we have, since \( r_\ell \in D^\perp \),
\[
|r_\ell(f)| = |r_\ell[f - g_1 \circ \pi_1(p) - g_2 \circ \pi_2(p)]| \\
\leq \|f - g_1 \circ \pi_1 - g_2 \circ \pi_2\| < E(f) + 2\varepsilon.
\]

Therefore,
\[
R_\eta(f) < E(f) + 2\varepsilon.
\]

So, we obtain that
\[
\text{(4.17)} \quad \lim_{\eta} R_\eta(f) \leq E(f).
\]

On the other hand, let \( \mu^* \in D^\perp(Q) \) be a measure that realizes the max in (4.11). Then \( \|\mu^*\| = 1 \) and \( S_{\mu^*} \subseteq Q \). According to Theorem 4.4 and Corollary 4.7, for an arbitrary open set \( G \supset Q \) there exists a measure \( \mu \) such that \( S_\mu \subseteq G \), \( \|\mu\| = 1 \), and
\[
\text{(4.18)} \quad \mu = \sum_{\theta=1}^{s'} \lambda_\theta r_{\ell_\theta}, \quad \sum_{\theta=1}^{s} \lambda_\theta = 1, \quad \lambda_\theta > 0,
\]
where the \( \ell_\theta \) are closed lightning bolts in \( G \) and
\[
\text{(4.19)} \quad \left| \int_G f d\mu - \int_Q f d\mu^* \right| < \varepsilon.
\]

From (2.34) we obtain that
\[
\text{(4.20)} \quad \left| \int_G f d\mu \right| > \left| \int_Q f d\mu^* \right| - \varepsilon = E(f) - \varepsilon.
\]

Since \( \mu \) is a convex combination of the \( r_{\ell_\theta} \), there exists an index \( \theta \) such that
\[
\text{(4.21)} \quad \left| \int_G f d\ell_{\theta} \right| = |r_{\ell_\theta}(f)| \geq \left| \int_G f d\mu \right| > E(f) - \varepsilon.
\]

Hence \( \eta = G \),
\[
\text{(4.22)} \quad R_\eta(f) > E(f) - \varepsilon \quad \text{and} \quad \lim_{\eta} R_\eta(f) \geq E(f).
\]

Combining (4.22) and (4.17), we complete the proof of the theorem.

**Corollary 4.9.** If \( E(f) > 0 \), then among the measures realizing the max in (4.11) there exists a measure equal to the weak (*) limit of a net of measures \( \{r_{\ell_\alpha}\} \) supported on closed lightning bolts \( \ell_\alpha \subseteq X \times Y \), and the net \( \{\ell_\alpha\} \) is such that for any open net \( G \supset Q \) there exists an index \( \alpha_0 \) for which \( \ell_\alpha \subseteq G \) for all \( \alpha > \alpha_0 \).

The proof is omitted, since it is similar to that of Corollary 4.12 below.

**Bibliographical notes.** The duality theorem in the case when \( Q \) is a rectangle in \( \mathbb{R}^2 \) was proven in the seminal paper of Diliberto and Straus [38]. At that time, the duality approach had not yet become widely popular in approximation theory. (Papers by Krein and Nikol'skii [120], [89] played a crucial role in spreading duality methods to problems of best approximation.) The theorem was independently found by S. A. Smolyak, and some ideas of the proof were suggested by Arnold (cf. [113]). Yet another proof was given in Golomb's paper [64], another of the few very first publications concerning these problems. However, the latter proof had an essential gap, pointed out in [100]. For \( Q \)'s other than a rectangle, the theorem
appeared in [80]. In [79] another form of the result was given under the additional assumption that the best approximation in $D$ does exist. In [100] the theorem was proved without this additional assumption. We shall discuss some of these results later on.

When is $D(Q)$ dense in $C(Q)$?

**Corollary 4.10.** If a subspace $D$ is as in (4.1), in order that $D$ be everywhere dense in $C(X)$ it is necessary and sufficient that (4.2) imply $\mu = 0$.

**Corollary 4.11.** In order that a subspace in Theorem 4.4 be everywhere dense in $C(X)$, it is necessary and sufficient that any net of measures $\{\mu_{\alpha}\}$ satisfying all the properties listed in Theorem 4.4 converge weak $(\star)$ to zero in $C(Y)^\ast$.

**Corollary 4.12.** For $N = 2$, under the assumptions (and notation) of Corollary 4.7 the following conditions are equivalent:
1. $\overline{D(Q)} = C(Q)$.
2. Let $\{r_{\ell_{\alpha}}\}$ be a net of measures on closed lightning bolts $\{\ell_{\alpha}\}$ such that for an arbitrary open set $G \supset Q$ there exists an index $\alpha_0$ such that $\ell_{\alpha} \subset G$ for $\alpha > \alpha_0$. Then, $\{r_{\ell_{\alpha}}\}$ converges weak $(\star)$ to zero in $C(X \times Y)^\ast$.

We only need to prove Corollary 4.12. Assume that $\overline{D} \neq C(Q)$. Then there exists $f \in C(Q)$ such that $d = \text{dist}(f, D) > 0$. According to the Krein–Nikol’skiǐ duality relation (4.11), there exists a measure $\mu \in D(Q)\perp$, $\|\mu\| = 1$, such that

$$
\int_Q f d\mu = d.
$$

Let $\{\mu_{\alpha}\}$ be a net of measures in $C(X \times Y)^\ast$ approximating $\mu$ in accordance with Theorem 4.4. By Corollary 4.7 each one of the measures $\mu_{\alpha}$ for $\alpha > \alpha_0$ is a convex combination of measures on closed lightning bolts located in $G$. For at least one of those bolts $\ell_{\alpha}$

$$
\int f dr_{\ell_{\alpha}} \geq \int f d\mu_{\alpha},
$$

and hence $\{r_{\ell_{\alpha}}\}$ cannot converge to zero.

From Theorem 4.3 we obtain

**Corollary 4.13.** If under the assumptions of Theorem 4.3 we have

$$
\bigcap_{n=1}^{\infty} \tau^n(X) = 0,
$$

then $\overline{D} = C(X)$.

A geometric condition for density of $D(Q)$. Let us clarify the “geometric” meaning of Corollary 4.12. Let $\ell$ be a finite lightning bolt and $g$ an open set. Denote by $S(\ell)$ the number of vertices of $\ell$ and by $S^+(\ell, g)$ ($S^-(\ell, g)$) the number of vertices of $\ell$ inside $g$ with positive (negative) masses.

**Proposition 4.14.** Let $\{\ell_{\alpha}\}$ be a net of lightning bolts. If for any open set $g$ we have

$$
|S^+(\ell_{\alpha}, g) - S^-(\ell_{\alpha}, g)| = o(S(\ell_{\alpha})),
$$

then the set $\{r_{\ell_{\alpha}}\}$ weak $(\star)$ converges to zero in $C(X \times Y)^\ast$. 
**PROOF.** (4.23) can be rewritten as

\[(4.24) \quad r_{e_k}(g) = o(1).\]

Then use a general result of Alexandrov on weak (*) convergence (Theorem IV.9.15 in [40]). The fact that there the theorem is stated for sequences, while here we are dealing with nets, is of no importance.

**The Marshall–O’Farrell criterion.** For \( N = 2 \) there exists a much more effective criterion for \( D = D(Q) \) to be everywhere dense in \( C(Q) \), yet with an essential additional assumption.

**Theorem 4.15.** In order that \( \overline{D} = C(Q) \), it is necessary and, if for each point \( P \in Q \) the equivalence class \( R(P) \) is closed, it is also sufficient that there exist no closed lightning bolts in \( Q \).

**Lemma 4.16.** Let \( E = R(E_1) \), where \( E_1 \) is a Borel set. If a measure \( \mu \in D(Q)^\perp \), then the restriction \( \nu = \mu|_E \) of \( \mu \) on \( E \) also belongs to \( D(Q)^\perp \).

**Proof.** Since \( \mu \in D(Q)^\perp \), according to Lemma 4.1 we have \( \mu_i = \pi_i \circ \mu = 0 \), \( i = 1, 2 \). Set \( \nu_i = \pi_i \circ \nu \). We must show (again, in view of Lemma 4.1) that \( \nu_i = 0 \). Let \( A \) be a Borel subset in \( X \), and let \( A_1 = \pi_1(E) \). Since \( E \) is saturated with respect to \( R \), then whenever \( p \in E \), \( \pi_1^{-1} \pi_1(p) \subset E \) as well. Therefore,

\[
\nu_1(A) = \nu_1(A \cap A_1) + \nu_1(A \setminus A \cap A_1) = \nu \left[ \pi^{-1}_1(A \cap A_1) \right] + \nu \left[ \pi^{-1}_1(A \setminus A \cap A_1) \right]
\]

\[
= \mu \left[ \pi^{-1}_1(A \cap A_1) \right] + \nu \left[ \pi^{-1}_1(A \setminus A \cap A_1) \right]
\]

\[
= \mu \left[ \pi^{-1}_1(A \cap A_1) \right] + 0 = \mu_1(A \cap A_1) = 0.
\]

Hence \( \nu_1 = 0 \). Similarly, one can show that \( \nu_2 = 0 \).

**Extreme points in \( D(Q)^\perp \).** If \( D^\perp = \{0\} \), \( \overline{D} = C(Q) \). Assuming then that \( D(Q)^\perp \neq \{0\} \), consider a set \( \sigma \) of regular signed Borel measures \( \mu \) on \( Q \) defined by

\[(4.25) \quad \sigma = \{\mu : \mu \in D(Q)^\perp, \|\mu\| \leq 1\}.
\]

\( \sigma \) is convex and closed in the weak (*) topology of the space \( C(Q)^* \), and so, according to the Krein–Milman theorem (cf., e.g., [40, Chapter V, Section 8]), has extreme points and is equal to the weak (*) closure of convex combinations of its extreme points.

**Lemma 4.17.** Assume that the equivalence class \( R(p) \) of any point \( p \) is a closed set. If \( F_1 \supset F_2 \supset \cdots \supset F_n \supset \cdots \) is a sequence of closed sets in a compact \( Q \), then

\[(4.26) \quad \bigcap_{n=1}^\infty R(F_n) = R \left( \bigcap_{n=1}^\infty F_n \right) .
\]

**Proof.** Let \( p \in \bigcap_{n=1}^\infty R(F_n) \). Then, for all \( n \) there exists \( p_n \in F_n \) such that \( p = R(p_n) \) and \( p_n = R(P) \). Since \( Q \) is compact, the sequence \( \{p_n\} \) has a limit point \( p_0 \). In view of the closedness of all \( F_n \)'s, \( p_0 \in \bigcap_{n=1}^\infty F_n \). Since \( R(p) \) is a closed set too,
\[ p_0 \in R(p), \, p \in R(p_0). \] Thus, \( p \in R \left( \bigcap_{n=1}^{\infty} F_n \right). \) Hence, \( \bigcap_{n=1}^{\infty} R(F_n) \subseteq R \left( \bigcap_{n=1}^{\infty} F_n \right). \) The opposite inclusion is trivial.

**Lemma 4.18.** Suppose that for all points \( p \in Q \) the equivalence classes \( R(p) \) are closed. If \( \mu \) is an extreme point of the unit ball \( \sigma \) (see (4.25)), then the closed support \( S_\mu \) of the measure \( \mu \) is contained in some equivalence class.

**Proof.** For any set \( E \) let
\[
\gamma(E) = R_2 \left( R_1(E) \right) = \pi_2^{-1} \circ \pi_2 \circ \pi_1^{-1} \circ \pi_1(E).
\]
Then, \( \gamma^n(E) \) is the set of all points that can be joined to points in \( E \) by lightning bolts of length \( \leq 2n \). Let \( p \in S_\mu \), while \( q \notin R(p) \). Choose a neighborhood of the point \( q \) whose closure \( U \) does not intersect \( R(p) \). Since \( p \notin \gamma^n(U) \) for all \( n \) and \( U \) is closed, \( \gamma^n(U) \) is also closed and there exists a closed neighborhood \( V_n \) of the point \( p \) that does not intersect \( \gamma^n(U) \). Without loss of generality assume that \( V_1 \supset V_2 \supset \cdots \supset V_n \supset \cdots \). We have
\[
R(U) = \bigcup_{n=1}^{\infty} \gamma^n(U) \quad \text{and} \quad V_n \cap \gamma^n(U) = \emptyset.
\]
Moreover,
\[
\left( \bigcap_{m=1}^{\infty} V_m \right) \cap R(U) = \bigcup_{n=1}^{\infty} \left( \bigcap_{m=1}^{\infty} V_m \right) \cap \gamma^n(U) = \emptyset
\]
\[
\Leftrightarrow U \cap R \left( \bigcap_{m=1}^{\infty} V_m \right) = \emptyset \Leftrightarrow U \cap \bigcap_{m=1}^{\infty} R(V_m) = \emptyset.
\]
Since \( p \in S_\mu \) and \( V_m \) is a neighborhood of \( p \), we must have \( |\mu| \left( V_m \right) > 0 \). Then, however, the more so \( |\mu| \left( R(V_m) \right) = \alpha > 0 \). Let us show that \( \alpha = 1 \). If \( \alpha < 1 \), set \( \mu_1 = \mu \mid_{R(V_m)} \) and \( \mu_2 = \mu \mid_{Q \setminus R(V_m)} \). In view of Lemma 2.17, \( \mu_1 \in D(Q)^\perp \) and \( \mu_2 \in D(Q)^\perp \), while \( \|\mu_1\| = \alpha, \|\mu_2\| = 1 - \alpha, \) and \( \mu = \alpha \frac{\mu_1}{\alpha} + (1 - \alpha) \frac{\mu_2}{1 - \alpha} \). Therefore, \( \mu \) cannot be an extreme point. Hence, \( \alpha = |\mu| \left( R(V_m) \right) = 1 \). Since \( \left\{ R(V_m) \right\} \) is a decreasing sequence of sets, we have
\[
|\mu| \left( \bigcap_{m=1}^{\infty} R(V_m) \right) = \lim_{m \to \infty} |\mu| \left( R(V_m) \right) = 1.
\]
Hence, \( |\mu|(U) = 0 \) and \( q \notin S_\mu \).

Note that the contents of Lemma 4.18 is given in [99] by one sentence without any hint regarding its proof. S. Ya. Khavinson has reproduced Lemma 4.18 for compact metric spaces. The above presentation (together with Lemma 4.17) was suggested by V. A. Medvedev.

**Lemma 4.19.** Under the assumptions of Lemma 4.18 the equivalence class \( R(p) \) that contains \( S_\mu \) must contain a closed lightning bolt.
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PROOF. For the sake of brevity, set $A = R(p)$ and let $A_1 = \{p\}$, $A_2 = \pi_1^{-1} \circ \pi_1(A_1)$, $A_3 = \pi_2^{-1} \circ \pi_2(A_2)$, ... ,

$$A_n = \pi_j^{-1} \circ \pi_j(A_{n-1}), \quad j = 1, 2,$$

where $j$ and $n - 1$ are simultaneously even or odd. All $A_n$ are compact, and

$$R(p) = A = \bigcup_{n=1}^{\infty} A_n.$$

Since $A_n \subseteq A_{n+1}$, we have

$$\lim_{n \to \infty} \mu^+(A_n) = \lim_{n \to \infty} \mu^-(A_n) = \frac{1}{2},$$

where $\mu = \mu^+ - \mu^-(|\mu| = \mu^+ + \mu^-)$ is the Jordan decomposition of the measure $\mu$. (Recall that $\mu(A) = 0$ and $|\mu|(A) = 1$.) Let $n_0$ be such that $\mu^+(A_{n_0}) > \frac{1}{3}$. According to the Hahn decomposition of the set $A_{n_0}$ there exists a Borel set $E_0 \subseteq A_{n_0}$ such that

$$\mu^+(E_0) > \frac{1}{3} \quad \text{and} \quad \mu^-(E_0) = 0.$$

Without loss of generality assume $n_0$ to be even. In view of Lemma 4.1,

$$\mu[\pi_2^{-1} \circ \pi_2(E_0)] = 0.$$

Since $E_0 \subseteq \pi_2^{-1} \circ \pi_2(E_0)$, $\mu^+ [\pi_2^{-1} \circ \pi_2(E_0)] = \mu^+ [\pi_2^{-1} \circ \pi_2(E_0)] > \frac{1}{3}$. According to Hahn's theorem, there exists a Borel set $E_1 \subseteq \pi_2^{-1} \circ \pi_2(E_0) \subseteq A_{n_0+1}$ such that

$$\mu^-(E_1) > \frac{1}{3} \quad \text{and} \quad \mu^+(E_1) = 0, \quad E_0 \cap E_1 = \emptyset.$$

Continue this process by considering the set $\pi_1^{-1} \circ \pi_1(E_1) \subseteq A_{n_0+2}$. We arrive at the set $E_2 \subseteq A_{n_0+2}$ with the properties:

$$\mu^+(E_2) > \frac{1}{3}, \quad \mu^-(E_2) = 0, \quad E_1 \cap E_2 = \emptyset,$$

and so on. As a result, we obtain a sequence of Borel sets $E_0, E_1, E_2, \ldots$ with the following properties:

$$\mu^+(E_2s) > \frac{1}{3} \text{ and } \mu^-(E_2s) = 0, \quad s = 0, 1, \ldots;$$

$$\mu^+(E_{2s+1}) > \frac{1}{3} \text{ and } \mu^+(E_{2s+1}) = 0, \quad s = 0, 1, \ldots;$$

$$E_i \subseteq A_{n_0+i}, \quad i = 0, \ldots;$$

$$E_{i+1} \subseteq \pi_j^{-1} \circ \pi_j(E_i), \quad i = 0, \ldots, \quad j = 1, 2;$$

$$\mu^+(E_{2s}) = 0, \quad s = 0, 1, \ldots;$$

$$\mu^-(E_{2s+1}) = 0, \quad s = 0, 1, \ldots;$$

$$E_i \cap E_k = \emptyset \quad \text{whenever } i \text{ is even and } k \text{ odd, or vice versa.}$$

The latter condition follows from the fact that all the $E_{2s}$ are taken inside the support of $\mu^+$ while all the $E_{2s+1}$ are taken from inside the support of $\mu^-$, and those supports do not overlap by Hahn's theorem. On the other hand, any two sets $E_i$ and $E_j$ with $i, j = 2s$ must intersect. Indeed, assuming that $E_i \cap E_j = \emptyset$, ...
and adding another set $E_k$ with $k$ having parity difference from that of $i$ and $j$, we obtain three pairwise non-overlapping sets $E_i, E_j, E_k$, and then we have

$$1 = |\mu|(Q) \geq |\mu|(E_i) + |\mu|(E_j) + |\mu|(E_k) > 3 \cdot \frac{1}{3} = 1,$$

a contradiction. Take a set $E_{2s}, s > n_0$. Then, $E_0 \cap E_{2s} \neq \emptyset$. Let $q \in E_0 \cap E_{2s}$. According to the construction and properties of sets $E_n$ there exists a lightning bolt

$$(4.31) \quad [q_0, q_1, \ldots, q_{2s-1}, q], \quad q_i \in E_i, \quad i = 0, 1, \ldots, 2s - 1.$$ 

If among the vertices of this bolt there are repeating ones, then (4.31) contains a circular lightning bolt, and therefore it does contain a closed one and the lemma is proved. Thus, we assume all the vertices in (4.31) to be distinct. Since $q \in E_0$ and $q_0 \in E_0$ while $E_0 \subseteq A_{n_0}$, according to the construction of the sets $A_i$ there exist lightning bolts joining $p$ and $q, p$ and $q_0$:

$$(4.32) \quad [p, p_1, \ldots, p_r, q_0] \quad \text{and} \quad [p, p'_1, \ldots, p'_t, q],$$

where $[p_1, \ldots, p_r]$ and $[p'_1, \ldots, p'_t]$ in any case belong to $A_{n_0}$ and $r < n_0, t < n_0$. Consider the sequence

$$(4.33) \quad p, p_1, \ldots, p_r, q_0, q_1, \ldots, q_{2s-1}, q, p'_1, \ldots, p'_t, p.$$ 

The sequence (4.33) need not be a lightning bolt due to the behavior at $q$ and $q_0$ of the junction of (4.31) with (4.32). However, performing an obvious reconstruction of the links at those points and some of the following points, we obtain a circular lightning bolt. Here the main point is that the inequality $s > n_0$ and the fact that all vertices in (4.31) are distinct guarantee that we do not return from $q$ to $p$ over the same sequence of vertices used to reach $q$ from $p$. From a circular lightning bolt we choose a closed one, and the lemma is proved.

**Proof of Theorem 4.15. Necessity.** Let $Q$ contain a closed lightning bolt $\ell$. By Lemma 4.5 the linear functional $r_{\ell}$ (see (4.7)) belongs to $D^{1}$. Therefore, $D(Q)$ is not dense in $C(Q)$.

**Sufficiency.** Consider $D(Q)^{1}$. If $D^{1} \neq \emptyset$, then according to Lemmas 4.18 and 4.19 we could find a closed lightning bolt in $Q$.

**Extreme points in $D(Q)^{1}$ among measures with finite support.** Lemma 4.6 shows that among measures with finite support only measures corresponding to closed lightning bolts can serve as extreme points in the unit ball $\sigma$ in $D(Q)^{1}$. Let us clarify more precisely the conditions that a closed lightning bolt $\ell$ must satisfy in order that $r_{\ell}$ be an extreme point in $\sigma$.

**Lemma 4.20.** Let there be given measures $\mu_i \in C(Q)^{*}, i = 0, 1, \ldots, k$, and let

$$(4.33') \quad \mu_0 = t_1 \mu_1 + \cdots + t_k \mu_k, \quad t_i > 0, \quad \sum_{1}^{k} t_i = 1$$
and $\|\mu_i\| = 1$, $i = -1, \ldots , k$. Then,

$$
\bigcup_{i=1}^k S_{\mu_i} \subseteq S_{\mu_0}, \quad \bigcup_{i=1}^k Q_0^+ \subseteq Q_0^+, \quad \bigcup_{i=1}^k Q_i^- \subseteq Q_0^- ,
$$

where $Q_0^+ \cup Q_0^-$ is the Hahn decomposition for $\mu_i$, $\mu_i = \mu_i^+ - \mu_i^-$, $|\mu_i| = \mu_i^+ + \mu_i^-$ is the Jordan decomposition for $\mu_i$, and $S_{\mu_i}$ is the closed support of the measure $\mu_i$.

**Proof.** All relations (4.34) are almost obvious corollaries of (4.33') and the fact that the total variations of all the measures are the same. For instance, we have

$$
\mu_0 (Q_0^+) = \mu_0^+ (Q_0^+) = \sum_{i=1}^k t_i \mu_i (Q_0^+) \leq \sum_{i=1}^k |t_i| |\mu_i (Q_0^+)| \leq \sum_{i=1}^k t_i \|\mu_i\|_{Q_0^+},
$$

(4.35')

$$
\mu_0^- (Q_0^-) = -\mu_0^- (Q_0^-) = -\sum_{i=1}^k t_i \mu_i (Q_0^-) \leq \sum_{i=1}^k |t_i| |\mu_i (Q_0^-)| \leq \sum_{i=1}^k t_i \|\mu_i\|_{Q_0^-}.
$$

All the inequalities (4.35)–(4.35') are in fact equalities, and we obtain the inclusions and equalities (4.34).

Let $\ell = [p_1, \ldots , p_{2n}]$ be a closed lightning bolt. A closed lightning bolt $L = [q_1, \ldots , q_{2m}]$, $m < n$, is called an oriented regular part of $\ell$ if

1. all vertices of $L$ are contained among the vertices of $\ell$, and
2. the signs of charges at the vertices $q_1, \ldots , q_{2n}$ of $\ell$ alternate in the same way as in $L$.

**Example 4.21.** Consider (in $R^2$) a closed lightning bolt $\ell = [p_1, \ldots , p_{12}]$, where $p_1(4,0), p_2(4,2), p_3(3,2), p_4(3,3), p_5(4,3), p_6(4,4), p_7(1,4), p_8(1,3), p_9(0,3), p_{10}(0,2), p_{11}(1,2), p_{12}(1,0)$. Agree, when writing an oriented lightning bolt, to begin with a vertex having a positive charge. The lightning bolts $L_1 = [p_1, p_2, p_{11}, p_{12}];$ $L_2 = [p_{11}, p_{10}, p_9, p_8];$ $L_3 = [p_3, p_2, p_5, p_4];$ $L_4 = [p_1, p_6, p_7, p_{12}];$ $L_5 = [p_3, p_4, p_9, p_{10}];$ $L_6 = [p_5, p_6, p_7, p_8]$ all give examples of oriented regular parts of $\ell$. The closed lightning bolt $L_7 = [p_3, p_4, p_8, p_{11}]$ is not an oriented regular part of $\ell$.

**Proposition 4.22.** 1. Let $\ell$ be a closed lightning bolt. The measure $r_\ell$ corresponding to $\ell$ is an extreme point of the unit ball in $D(\ell)_\perp$ if and only if $\ell$ does not contain oriented regular parts.

2. If

$$
r_\ell = \sum_{i=1}^k t_i r_{\ell_i}, \quad t_i > 0, \quad \sum_{i=1}^k t_i = 1,
$$

then each one of the closed lightning bolts $\ell_i$ is an oriented regular part of $\ell$. Representation (4.36) is not unique in general.
PROOF. The second statement follows directly from Lemma 4.20. We prove the first statement. If \( r_\ell \) is not an extreme point, then we have \( r_\ell = \frac{1}{2} [\mu_1 + \mu_2] \), where \( m_i \in D(Q)^\perp \), \( ||\mu_i|| = 1 \), \( i = 1, 2 \), and \( \mu_1 \neq \mu_2 \). In view of Lemma 4.6 we obtain a representation of \( r_\ell \) in the form (4.36). But then, according to the second statement, \( \ell \) has oriented regular parts. Now, conversely, let \( \ell \) have a regular oriented part \( L \). If the number of vertices in \( \ell \) equals \( 2n \) while in \( L \) it equals \( 2m \), then \( \mu = \frac{m}{n} r_L \in D(Q)^\perp \). \( \mu \) vanishes at those vertices of \( \ell \) that belong to \( L \), and is the same as for \( \ell \) elsewhere. Therefore, \( ||\mu|| = 1 - \frac{m}{n} \). The measure \( \mu \) has a finite support, and hence, according to Lemma 4.6, \( \mu \) can be represented by (4.36).

So, the measure \( r_i \) is also given by a convex combination (4.36). In Example 4.21 we have, e.g.,

\[
r_\ell = \frac{1}{3} (r_{L_1} + r_{L_5} + r_{L_6}) = \frac{1}{3} (r_{L_2} + r_{L_3} + r_{L_4}).
\]

**Example 4.23.** Any lightning bolt \( \ell \) with four vertices has \( r_\ell \) as an extreme point. Another example: the lightning bolt \( p_1(0, 0), p_2(1, 0), p_3(1, 1), p_4(1/2, 1), p_5(1/2, 2), p_6(0, 2) \). Proposition 4.22 is due to S. Ya. Khavinson and V. A. Medvedev.

**Further information concerning extreme points of the unit ball in** \( D(Q)^\perp \), **densities in** \( D(Q) \) **and duality.** Let us list without proofs some additional information concerning the extreme points in \( D(Q)^\perp \). Let \( \ell = [p_1, p_2, \ldots] \) be an infinite lightning bolt and let \( r^n_\ell \), \( n = 1, 2, \ldots \), be signed measures defined by (4.7). If a measure \( \mu \) is equal to the limit of the sequence \( \{r^n_\ell \} \) in the weak (*) topology of \( C(Q)^* \), we shall say that \( \mu \) is induced by \( \ell \). If \( \ell \) is a finite closed lightning bolt, then the corresponding measure \( r_\ell \) can be viewed as that induced by an infinite lightning bolt obtained from \( \ell \) by circling it infinite many times. In [100], Marshall and O'Farrell obtained in principle a complete description of extreme points in \( D(Q)^\perp \).

**Theorem 4.24 (Marshall–O'Farrell).** Let \( Q \) be a compact metric space. If a measure \( \mu \) is an extreme point of the unit ball in \( D(Q)^\perp \), then it is induced by an infinite lightning bolt \( \ell \).

This result (in fact, [100] has it in a much more complete form) is obtained by using essentially new techniques from ergodic theory and stochastic processes.

**Corollary 4.25 [100].** In order that \( D(Q) \) \( (Q \) is a compact metric space) be everywhere dense in \( C(Q) \), it is necessary and sufficient that for any infinite lightning bolt \( \ell \) the sequence \( \{r^n_\ell \} \) weak (*) converge to zero.

**Corollary 4.26 [100] (the duality relation).** For \( f \in C(Q) \),

\[
E(f) = \sup_{\ell \in Q} \lim_{n \to \infty} r^n_\ell(f),
\]

where the supremum is taken over all closed or infinite lightning bolts \( \ell \subset Q \).

The main advantage of Corollary 4.26 in comparison with Theorem 4.8 is that here we do not have to “leave” \( Q \) for its neighborhood. At the same time, Theorem 4.8 is based on the description of all measures in \( D(Q)^\perp \), not merely extreme points.
Corollary 4.27. If $D(Q)$ is closed in $C(Q)$, then

$$E(f) = \sup_{\ell \subset Q} |\tau_{\ell}(f)|,$$

where $\sup$ is taken over all closed lightning bolts $\ell$ in $Q$.

Proof. The assumption concerning closedness of $D(Q)$ according to Medvedev’s criterion (Theorem 2.2) implies the possibility of closing up every finite lightning bolt by adding finitely many vertices whose number does not depend on the particular lightning bolt. Considering an infinite lightning bolt $\ell$ and its finite parts $\ell^n$, close up those parts to closed lightning bolts $L^n$. It is easy to see that $\tau_{\ell^n} - \tau_{L^n} \to 0$ in the weak $(\ast)$ topology.

Proof of Theorem 1.6 for arbitrary (not necessarily metric) compact spaces. Necessity. According to Theorem 4.15, $Q$ cannot contain closed lightning bolts. Now let $\ell = [p_1, \ldots, p_n]$ be an irreducible lightning bolt. According to Theorem 2.5 of Chapter 1, there must exist a number $\lambda, 0 < \lambda \leq 1$, such that for any measure $\mu \in C(Q)^*$ we have $\max_{i=1,2} \|\pi_i \circ \mu\| \geq \lambda \|\mu\|$. However, $\|\tau_{\ell}\| = 1$, and it is easy to calculate that $\|\pi_i \circ \tau_{\ell}\| \leq \frac{2}{n}$. Hence, $\frac{2}{n} \geq \lambda$ and $n \leq \frac{2}{\lambda}$.

Sufficiency. According to Theorem 2.2 the subspace $D$ is closed. Since there are no closed lightning bolts, all lightning bolts are irreducible and the uniform boundedness of their lengths implies that for any point $p \in Q$ its equivalence class $R(p)$ with respect to the relation $R$ is a closed set. According to Theorem 4.15 we obtain that $D$ is everywhere dense and, therefore, coincides with $C(Q)$.

Examples. To conclude the section let us give a few examples associated with Theorem 4.15 and some of the examples given in Section 2.

Examples 4.28 (All examples are in $\mathbb{R}^2$).

(a) If $Q$ has interior points, then $\overline{D} \neq C(Q)$ since $Q$ contains closed lightning bolts. Whether $\overline{D} = D$ depends on the geometry of $Q$. In simple domains, indeed $\overline{D} = D$ as is easily seen from Theorem 2.2. It is equally easy to construct domains containing irreducible lightning bolts of an arbitrarily large length. Hence, by Theorem 2.2, $\overline{D} \neq D$ there.

(b) Generalization: $Q$ has positive area. Here, $\overline{D} \neq C(Q)$. Indeed, we can place inside $Q$ vertices of a square with sides parallel to the coordinate axes. Let us prove this assertion. Almost every point of a set of positive measure is a density point (see [111]). Let $p_0 \in Q$ be such a point. Then, there exists a square $\Delta$ centered at $p_0$ with sides parallel to the coordinate axes such that $\sigma(\Delta \cap Q) > \frac{3}{4} \sigma(\Delta)$ ($\sigma$ is the Lebesgue measure on the plane) and hence $\sigma(\Delta \setminus Q) < \frac{1}{4} \sigma(\Delta)$. Divide $\Delta$ into four equal squares by lines passing through $p_0$ and parallel to the axes. We obtain the squares $\Delta_1, \ldots, \Delta_4$ with centers $p_1, \ldots, p_4$. Let $\Delta_0$ be another square congruent to $\Delta_i, i = 1, \ldots, 4$, and having sides parallel to the coordinate axes. Denote its center by $Q$. Translate the squares $\Delta_i, i = 1, \ldots, 4$, so that they coincide with the square $\Delta_0$. Call a point in $\Delta_0$ “bad” if it corresponds to at least one point from
\[
\bigcup_{i=1}^{4}(\Delta_i \setminus Q). \text{ The area } \sigma \text{ of all "bad" points satisfies }
\]
\[
\sigma \leq \sum_{i=1}^{4} \sigma(\Delta_i \setminus Q) = \sigma(\Delta \setminus Q) < \frac{1}{4} \sigma(\Delta) = \sigma(\Delta_0).
\]

So, there are points in \( \Delta_0 \) that are not "bad". Let \( b \in \Delta_0 \) be such a point. Then its preimages \( b_i \) in \( \Delta_i \), \( i = 1, \ldots, 4 \), belong to \( Q \). Each point \( b_i \) is obtained from the center \( p_i \) of the square \( \Delta_i \) by translating it by the same vector \( \vec{a} \). Therefore, \( b_1, \ldots, b_4 \) are vertices of the required square.

This argument is due to V. A. Medvedev, who also has observed an even more general curious geometric fact. For an arbitrary finite set of points \( E \) in the plane we can find in a set \( Q \) of positive area a subset \( \mathcal{A} \subseteq Q \) that is obtained from \( E \) by a dilation and translation. Thus, in particular, \( Q \) contains closed lightning bolts of any given form.

(c) Let \( Q \) be a closed Jordan curve. By Shnirel'man's theorem [120a] there exists a square with vertices on \( Q \). If the sides of such a square are parallel to the coordinate axes, then \( D \neq C(Q) \). The natural question of whether always \( D = \{ \varphi(x) + \psi(y) \} \) is not dense in \( C(Q) \) has a negative answer (cf. Example 2.10c).

(d) Let \( Q \) be a compact in \( \mathbb{R}^2 \) without interior. Can one find functions \( \varphi_1(p) \in C(Q) \) and \( \varphi_2(p) \in C(Q) \) so that the subspace
\[
\{ \varphi \circ \varphi_1(p) + \psi \circ \varphi_2(p) \}, \quad \varphi \in C(\varphi_1(Q)), \quad \psi \in C(\varphi_2(Q))
\]
is everywhere dense in \( C(Q) \)? If \( Q \) is a totally disconnected set, then there exists a simple Jordan arc \( \Gamma \) such that \( \Gamma 
subseteq Q \). Let \( x = x(t), y = y(t) \) be the equation of that arc. Then on \( \Gamma \), and therefore on \( Q \), \( t = \varphi_1(p), p = (x, y) \), is a continuous function that is injective on \( Q \). Then every \( f(p) \in C(Q) \) can be written as \( \varphi \circ \varphi_1(p) \), and hence \( \{ \varphi \circ \varphi_1(p) \} = C(Q) \). In general, though, the answer to the above question is unknown.

In conclusion, let us prove the following striking result.

**Theorem 4.29.** Let \( N = 2 \). If \( \overline{BD} = B(Q) \), then \( BD = B(Q) \).

**Proof.** There are no closed lightning bolts in \( Q \), since for any such bolt \( \ell \) we have \( r_\ell \in D^1 \). Therefore, all finite lightning bolts are irreducible and any two points in \( Q \) can be joined by at most one lightning bolt. For every equivalence class \( E \in Q/R \), mark and fix a starting point \( p^E \). A point \( p \), as in the proof of Theorem 8.1 in Section 1 of Chapter 1, is called a point of rank \( n \) if the lightning bolt joining \( p \) with the starting point \( p^E \) has length \( n \). Denote by \( Q_1 \) the set of all points in \( Q \) whose rank is odd, and by \( Q_2 \) the set of points of even rank. Then \( Q_1 \cap Q_2 = \emptyset \) and \( Q_1 \cup Q_2 = Q \). In view of Theorem 1.5 we need to show that the lengths of all lightning bolts are bounded by a number that does not depend on the particular lightning bolt. If it is false, then for any natural integer \( n \) there exists a lightning bolt \([p_1, p_2, \ldots, p_n] \), where \( p_1 = p^E \) for some \( E \in Q/R \). Define a function
\[
F(p) = 1, \quad p \in Q_1, \quad F(p) = -1, \quad p \in Q_2.
\]
Since \( \overline{BD} = B(Q) \), there exists a function \( f(p) \) satisfying
\[
f(p) = g_1 \circ \pi_1(p) + g_2 \circ \pi(p), \quad g_1 \in B(X), \quad g_2 \in B(Y),
\]
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and such that

\[(4.39) \quad f(p) > \frac{1}{2} \text{ for } p \in Q_1, \quad f(p) < -\frac{1}{2} \text{ for } p \in Q_2.\]

Denote \( h_1 = g_1 \circ \pi_1, \ h_2 = g_2 \circ \pi_2. \) Then

\[(4.40) \quad f = h_1 + h_2.\]

Assume, for example, that in our lightning bolt \( p_1 R_1 p_2. \) Then,

\[h_1 (p_2) = h_1 (p_1), \quad h_2 (p_3) = h_2 (p_2), \quad h_1 (p_4) = h_1 (p_3),\]

e tc. From (4.39) we obtain

\[
\begin{align*}
    h_1 (p_1) &= f (p_1) - h_2 (p_1); \\
    h_2 (p_2) &= f (p_2) - h_1 (p_2) = f (p_2) - f (p_1) + h_2 (p_1); \\
    h_1 (p_3) &= f (p_3) - h_2 (p_3) = f (p_3) - f (p_2) + f (p_1) - h_2 (p_1); \\
    h_2 (p_4) &= f (p_4) - h_1 (p_4) = f (p_4) - f (p_3) + f (p_2) - f (p_1) + h_2 (p_1);
\end{align*}
\]

and so on. Therefore, for \( 2k \leq n, \) we have:

\[
\begin{align*}
    h_2 (p_{2k}) &= f (p_{2k}) - f (p_{2k-1}) + f (p_{2k-2}) - \cdots - f (p_1) + h_2 (p_1), \\
    h_2 (p_1) - h_2 (p_{2k}) &= f (p_1) - f (p_2) + f (p_3) - \cdots - f (p_{2k}).
\end{align*}
\]

From this and (4.40) it follows that

\[h_2 (p_1) - h_2 (p_{2k}) > k,\]

which contradicts the boundedness of \( h_2. \) Hence, the lengths of lightning bolts in \( Q \) are uniformly bounded. Also, \( Q \) contains no closed lightning bolts. Theorem 1.5 shows that \( BD = B(Q). \)

Theorem 4.29 is due to V. A. Medvedev (unpublished).

§5. Relation to the theory of functional equations

Let’s show some applications of the above theory to the study of functional equations. This possibility was discovered by Buck [26–28] and stimulated the study of the above problems. The main results presented in §§1–4 had not yet been discovered at that time.

Let \( k(x), \beta(x) \) and \( u(x) \) belong to \( C[0,1], \) and let \( \beta(x) : [0,1] \to [0,1]. \) Consider a functional equation

\[(5.1) \quad \varphi(x) - k(x)\varphi(\beta(x)) = u(x)\]

with an unknown function \( \varphi \in C[0,1]. \) The equation (5.1) has been studied by many authors. A survey of results can be found in [90a]. The case \( \|k\| < 1 \) is simple, since one can use the principle of contracting mappings. Our theory relates to the case \( k = 1. \) Following [26], consider a more general situation.
Let $X$ and $Y$ be compact spaces and $\beta_0(x), \ldots, \beta_n(x)$ be continuous mappings of $X$ into $Y$. Given functions $u_k(x) \in C(X)$, $k = 1, \ldots, n$, we look for a function $\varphi \in C(Y)$ satisfying a system of functional equations:

$$
\varphi(\beta_0(x)) - \varphi(\beta_1(x)) = u_1(x); \\
\cdots \\
\varphi(\beta_{n-1}(x)) - \varphi(\beta_n(x)) = u_n(x).
$$

**A necessary condition for solvability.** Set

$$
\Gamma_{i,j} = \{ x : \varphi_i(x) = \varphi_j(x) \}, \quad 0 \leq i < j \leq n.
$$

**Lemma 5.1.** In order that the system (5.2) have a solution it is necessary and sufficient that the right-hand sides of (5.2) satisfy the following relations:

$$
u_k = 0 \text{ for } x \in \Gamma_{k-1,n}, \quad k = 1, \ldots, n
$$

$$
u_k(x) + \cdots + u_m(x) = 0 \text{ for } x \in \Gamma_{n-1,m}, \quad 1 \leq k \leq m \leq n.
$$

**Proof.** From the $k$-th equation in (5.2) we obtain that $u_k(x) = 0$ at those points where $\beta_{k-1}(x) = \beta_k(x)$. Adding equations with indices from $k$ to $m$, we obtain

$$
\varphi(\beta_{k-1}(x)) - \varphi(\beta_m(x)) = u_k(x) + \cdots + u_m(x),
$$

which implies all of the relations (5.3).

**Approximate solutions.** We shall say that the system (5.2) has an approximate solution if for every $\varepsilon > 0$ there exists $\varphi \in C(Y)$ such that

$$
\| \varphi(\beta_{k-1}(x)) - \varphi(\beta_k(x)) - u_k(x) \| \leq \varepsilon, \quad k = 1, \ldots, n.
$$

If we can take $\varepsilon = 0$, then $\varphi$ is an ordinary, exact solution.

**Buck's Theorem.** In the space $X \times Y$ consider graphs of the mappings $\beta_k(x)$ by setting

$$
Q_k = \{(x, \beta_k(x)) : x \in X\}, \quad k = 0, 1, \ldots, n; \quad Q = Q_0 \cup \cdots \cup Q_n.
$$

**Theorem 5.2.** In order that the system (5.2) have a solution for arbitrary right-hand sides $u_1(x), \ldots, u_n(x)$ that satisfy (5.4), it is necessary and sufficient that $D(Q) = C(Q)$. In order that the system (5.2) with arbitrary right-hand sides $u_k(x)$ satisfying (5.4) have an approximate solution, it is necessary and sufficient that $D(Q)$ be everywhere dense in $C(Q)$ (i.e., $\overline{D(Q)} = C(Q)$).

**Proof.** Let $u_1(x), \ldots, u_n(x)$ belong to $C(X)$ and satisfy (5.4). Define a function $F$ on $Q$ by setting

$$
F(x,y) = \begin{cases} 
0, & x \in Q_0 \\
- \sum_{k=1}^{n} u_j(x), & x \in Q_k, \quad 1 \leq k \leq n.
\end{cases}
$$

(5.4) guarantees that $F(x,y)$ is well-defined on $Q$ and is continuous.

Suppose that $D(Q)$ is everywhere dense in $C(Q)$. Then, for every $\varepsilon > 0$ there exists $f(x,y) = A(x) + B(y)$ so that

$$
\| F - f \|_Q < \varepsilon.
$$
Hence,
\[
\|A(x) + B(\beta_0(x)) - 0\| \leq \varepsilon, \\
\|A(x) + B(\beta_1(x)) + u_1(x)\| \leq \varepsilon, \\
(5.9) \quad \left\| A(x) + B(\beta_k(x)) + \sum_{j=1}^{k} u_j(x) \right\| \leq \varepsilon, \quad 1 \leq k \leq n.
\]
From the first two inequalities in (5.9) we obtain
\[
\|B(\beta_0(x)) - B(\beta_1(x)) - u_1(x)\| \leq 2\varepsilon.
\]
Similarly, from the \(k\)-th and \((k - 1)\)-st inequalities it follows that
\[
\|B(\beta_{k-1}(x)) - B(\beta_k(x)) - u_k(x)\| \leq 2\varepsilon.
\]
Therefore, the function \(B(y) \in C(Y)\) is an approximate solution of the system (5.2). If \(D(Q) = C(Q)\), then taking \(\varepsilon = 0\) we obtain as before that \(B(y)\) is an exact solution of (5.2).

Let us now assume that the system (5.2) has an approximate solution. We need to show that \(\overline{D(Q)} = C(Q)\). Suppose there is a function \(F(x, y) \in C(Q)\) defined on \(Q\). Set
\[
(5.10) \quad u_k(x) = F(x, \beta_{k-1}(x)) - F(x, \beta_k(x)).
\]
A straightforward calculation yields that all such \(u_k(x)\) satisfy conditions (5.4). Let \(\varphi(y)\) be an approximate solution of the system (5.2). Consider the function
\[
(5.11) \quad f(x, y) = f(x, \beta_0(x)) - \varphi(\beta_0(x)) + \varphi(y) \in D(Q).
\]
On \(Q_0\), we have
\[
f(x, y) = f(x, \beta_0(x)) = F(x, y).
\]
On \(Q_1\), using (5.10), we have
\[
f(x, y) = f(x, \beta_1(x)) = F(x, \beta_0(x)) - \varphi(\beta_0(x)) + \varphi(\beta_1(x)) \\
= F(x, \beta_0(x)) - u_1(x) - [\varphi(\beta_0(x)) - \varphi(\beta_1(x)) - u_1(x)] \\
= F(x, \beta_1(x)) - [\varphi(\beta_0(x)) - \varphi(\beta_1(x)) - u_1(x)].
\]
Hence,
\[
(5.12) \quad \|f - F\|_{Q_1} < \varepsilon.
\]
In general, for \(1 \leq k \leq n\) we have on \(Q_k\)
\[
f(x, y) = F(x, \beta_0(x)) - \varphi(\beta_0(x)) + \varphi(\beta_k(x)) \\
= [F(x, \beta_0(x)) - F(x, \beta_1(x))] \\
+ [F(x, \beta_1(x)) - F(x, \beta_2(x))] + \cdots + [F(x, \beta_{k-1}(x)) - F(x, \beta_k(x))] \\
+ F(x, \beta_k(x)) - [\varphi(\beta_0(x)) - \varphi(\beta_1(x))] - [\varphi(\beta_1(x)) - \varphi(\beta_2(x))] \\
- \cdots - [\varphi(\beta_{k-1}(x)) - \varphi(\beta_k(x))] = u_1(x) + \cdots + u_k(x) + F(x, \beta_k(x)) \\
- [\varphi(\beta_0(x)) - \varphi(\beta_1(x))] - \cdots - [\varphi(\beta_{k-1}(x)) - \varphi(\beta_k(x))].
\]
From the latter we obtain
\[
\|f - F\|_{Q_k} = \|f(x, \beta_k(x)) - F(x, \beta_k(x))\| \\
(5.13) \leq \sum_{j=1}^{k} \|\varphi(\beta_{j-1}(x)) - \varphi(\beta_j(x)) - u_j(x)\| < k\varepsilon.
\]
From (5.11)-(5.13) we obtain that $D(Q) = C(Q)$. If the system (5.2) had an exact solution $\varphi(y)$, then performing the same calculations with $\varepsilon = 0$, we would show that $D(Q) = C(Q)$. The proof is complete.

A special case.

**Corollary 5.3 [26].** Let $p(x)$ be an increasing continuous function on $[0, 1]$, $\beta(0) = 0$, $\beta(1) = 1$, and $0 < \beta(x) < x$ for $0 < x < 1$. The functional equation

\[(5.14) \quad \varphi(x) - \varphi(\beta(x)) = u(x)\]

with an arbitrary $u(x) \in C[0, 1]$ has an approximate solution satisfying $u(0) = u(1) = 0$.

**Proof.** In our case, $\beta_0(x) = x$, $\beta_1(x) = \beta(x)$, and $\Gamma_{0,1} = \{0, 1\}$. Therefore, the necessary requirements (5.4) are reduced to $u(0) = u(1) = 0$. The set $Q$ is a union of graphs $Q_0 : y = x$ and $Q_1 : y = \beta(x)$. Since $Q$ contains lightning bolts with an arbitrarily large number of vertices, Theorem 2.2 yields that $D(Q)$ is not closed and so $D(Q) \neq C(Q)$. Yet, $D(Q) = \{0\}$ (cf. Example 2.10(c)) and, accordingly, $D(Q) = C(Q)$. Therefore, equation (5.14) need not have an exact solution for all $u(x)$ satisfying the necessary requirements $u(1) = u(0) = 0$; nevertheless, for any such $u(x)$ there exists an approximate solution.

Note that in [26], due to the lack of criteria needed to make direct statements concerning the place of $D(Q)$ inside $C(Q)$, the conclusions were presented in the reverse order: first, by some special means, it was shown that (5.4) has an approximate solution, and from that the conclusions about $D(Q)$ were derived:

**An application to the moment problem.**

**Corollary 5.4 [26].** Let $\beta(x)$ be the same as in Corollary 5.3. If for a Borel, real-valued measure $\mu$ on $[0, 1]$ we have

\[(5.15) \quad \int_0^1 [x^n - (\beta(x))^n] d\mu = 0, \quad n = 1, 2, \ldots ,\]

then $S_\mu = \{0, 1\}$. In particular, if $\mu_n = \int_0^1 x^n d\mu$, then $\mu_1 = \mu_2 = \cdots$.

**Proof.** By the Weierstrass approximation theorem, (5.15) implies that for any $\varphi(x) \in C[0, 1]$ we must have $\int_0^1 [\varphi(x) - \varphi(\beta(x))] d\mu = 0$. But the equation (5.14) has an approximate solution for all $u(x)$ such that $u(1) = u(0) = 0$. For any $\psi(x) \in C([0, 1])$, the function $u(x) = x(x - 1)\psi(x)$ satisfies $u(0) = u(1) = 0$. Hence $d\mu_1 = x(x - 1) d\mu = 0$, and therefore $\mu$ can only have atoms at $x = 0$ and $x = 1$.

§6. Chebyshev-like problems for the best approximation of a function of two variables by sums $\varphi(x) + \psi(y)$

Chebyshev's ideas in the theory of best approximation. By Chebyshev's ideas in the theory of best approximation, we generally understand (cf., e.g., [2]) the study of characteristic properties of functions that give the best approximation, problems of their uniqueness, relations to other extremal problems (duality),
methods of calculating or estimating the quantity of the best approximation, and algorithms allowing one to construct functions giving the best approximation. Questions concerning existence of the best approximation should not, strictly speaking, be included into the circle of “Chebyshev’s ideas”, since P.L. Chebyshev did not himself consider such questions (in relation to polynomials or rational functions), taking existence of functions giving the best approximation for granted. However, in the case of infinite-dimensional subspaces the question is non-trivial. In this section we add a few existence results to those of §3. The following section deals with algorithms.

Chebyshev’s Theorem [79]. Let $X$, $Y$, and $Q$ be compact spaces, $Q \subset X \times Y$, and let $\pi_1$ and $\pi_2$ be natural projections from $X \times Y$ onto $X$ and $Y$, respectively. Then $D = D(Q)$ is the subspace in $C(Q)$ that consists of functions $\varphi(x) + \psi(y)$, $\varphi(x) \in C(X)$, $\psi(y) \in C(Y)$. For an arbitrary $f \in C(Q)$, set

$$
E(f) = \text{dist}(f, D) = \inf_{\varphi \in C(X)} \inf_{\psi \in C(Y)} \|f(p) - \varphi(x) - \psi(y)\|_Q, \quad p = (x, y) \in Q.
$$

So, we are considering the best approximation of $f(p)$ by functions from the subspace $D$. Functions $\varphi^*(x) + \psi^*(y) \in D(Q)$ realizing the inf in (6.1) are called best approximations of $f$ in $D(Q)$. (We assume that at least one such function exists.) In §2, while studying properties of the subspace $D$, we considered in passing simpler problems of approximation of $f(x, y)$ by functions of only one variable—problems (2.2)–(2.12), (2.17), (2.21).

**THEOREM 6.1.** In order that the sum $\varphi^*(x) + \psi^*(y) \in D(Q)$ give the best approximation of $f(x, y) \in C(Q)$ among all functions in $D(Q)$, it is necessary and sufficient that there exist a lightning bolt $l \subset Q$ with the following properties:

1. $l$ is either closed or infinite.
2. At the vertices of $l$ the expression $f(x, y) - \varphi^*(x) - \psi^*(y)$ assumes values $\pm M$, where $M = \|f - \varphi^* - \psi^*\|$ and, moreover, the signs at the neighboring points are opposite.

Thus, in our problem of the best approximation, which is quite distant from approximation by polynomials, the celebrated Chebyshev alternation appears in a peculiar but clear form.

Before giving a proof of the theorem, let us recall the general criterion for the best approximation (cf., e.g., [120]) of real-valued, continuous functions on a compact $Q$ in the space $C(Q)$.

**THEOREM 6.2.** Let $E$ be a subspace in $C(Q)$. In order that $\Phi^*(p) \in E$ be the function of the best approximation to a given function $f(p) \in C(Q)$, it is necessary and sufficient that there exist a Borel real-valued measure $\mu^* \in E^\perp$ such that

$$
\|\mu^*\| = \int_Q |d\mu^*| = 1, \quad \mu^* = \mu^+ - \mu^-,
$$

$$
f(P) = \Phi^*(P) = M, \quad p \in S(\mu^+),
$$

$$
f(p) - \Phi^*(p) = -M, \quad p \in S(\mu^-), \quad M = \|f - \Phi^*\|.
$$

Here, as usual, $\mu^+$ and $\mu^-$ are components in the Jordan decomposition of $\mu^*$, $S(\mu^+)$ and $S(\mu^-)$ are their closed supports, $\|\mu^*\|$ is the total variation of $\mu^*$. For $\mu^*$ one can take any measure for which the supremum in the duality relation (4.11)
is attained and which is normalized by the condition \( \int_Q f \, d\mu^* > 0 \). In addition, any charge \( \mu^* \), realizing the above-mentioned supremum, characterizes via (6.2) any function \( \Phi^* \) of the best approximation.

We shall need a lemma that is closely related to Lemma 4.18, but is much easier.

**Lemma 6.3.** Let a measure \( \mu \in D(Q) \perp \), and let \( \mu = \mu^+ - \mu^- \) be its Jordan decomposition. If \( S(\mu^+) \) and \( S(\mu^-) \) do not overlap, then \( S(\mu) \) contains either a closed lightning bolt \( \ell \) or an infinite one. In addition, the vertices of \( \ell \) with odd numbers are in \( S(\mu^+) \), while those with even numbers are in \( S(\mu^-) \).

**Proof.** Let \( p_1 \in S(\mu^*) \). Consider all neighborhoods \( G \) of \( p_1 \). For every neighborhood \( G \), according to Lemma 4.1, we have \( \mu(\pi^{-1}_1 \circ \pi_1(G)) = 0 \). Therefore, in \( \pi^{-1}_1 \circ \pi_1(G) \) there must exist a point \( q_G \in S(\mu^-) \) and a point \( p_G \in G \), such that \( \pi_1(p_G) = \pi_1(q_G) \). The set of all neighborhoods \( \{ G \} \) is a directed set, while the net \( \{ q_G \} \) converges to a point \( p_2 \in S(\mu^-) \), so \( p_2 \neq p_1 \). We have \( \pi_1(p_2) = \lim \pi_1(q_G) = \lim \pi_1(p_G) = \pi_1(p_1) \). Similarly, starting with \( p_2 \) and using the projection \( \pi_2 \), we construct a point \( p_3 \in S(\mu^+) \) for which \( \pi_2(p_2) = \pi_2(p_3) \), etc. Either the resulting lightning bolt \( [p_1, p_2, p_3 \ldots ] \) closes down at a certain step, or it is infinite.

**Proof of Theorem 6.1.** **Necessity.** Let \( \varphi^*(x) + \psi^*(y) \) be the best approximation to \( f \) and \( \mu^* \) be a charge characterizing it as in Theorem 6.2. According to Theorem 6.2, \( S(\mu^{*+}) \) is contained in a set where \( f - \varphi^* - \psi^* = M \) while \( S(\mu^{*-}) \) is contained in one where \( f - \varphi^* - \psi^* = -M \). Hence, \( S(\mu^{*+}) \) and \( S(\mu^{*-}) \) do not overlap and in \( S(\mu^*) \) there exists a lightning bolt \( \ell \) satisfying the required properties.

**Sufficiency.** First, let \( \ell = [p_1, \ldots, p_n] \) be a closed lightning bolt satisfying all the properties listed in the theorem (\( n \), then, is an even number). Define a functional \( r_\ell^* \) by the formula (4.6) \( (r_\ell \in D^\perp \) according to Lemma 4.5). Clearly, for the measure \( \mu^* = r_\ell \) defining the functional all relations (6.2) are satisfied. (For the sake of definiteness, we assume that \( (f^* - \varphi^* - \psi^*)(p_1) = M \).) Now let the lightning bolt \( \ell = [p_1, \ldots, p_n, \ldots] \) be infinite. Define a sequence of functionals \( \{ r_\ell^n \} \), \( n = 1, 2, \ldots \), as in Lemma 4.5. Then

\[
\int_a^{r_\ell^n} - \int_Q d\mu^+ \to \frac{1}{2}, \quad \int_Q d\mu^- \to \frac{1}{2}.
\]

We can assume that the sequence \( \{ r_\ell^n \} \) converges weak (*) to a measure \( \mu^+ \) while \( \{ r_\ell^n \} \) converges weak (*) to a measure \( \mu^- \) and, in addition,

\[
\int_Q d\mu^+ = \frac{1}{2}, \quad \int_Q d\mu^- = \frac{1}{2}.
\]

According to Lemma 4.5, the functional \( \mu^* \) defined by the measure \( \mu^* = \mu^+ - \mu^- \) belongs to the annihilator \( D^\perp \). The closed support \( S(\mu^+) \) of \( \mu^+ \) belongs to the set of limit points for the set of vertices of the lightning bolt with odd numbers
(again, for the sake of definiteness, we suppose that \( f - \varphi^* - \psi^* \) \((p_1) = M, while 
S(\mu^-) is situated in the set of limit points for the set of vertices with even indices). Therefore, it is clear that at the points of S(\( \mu^+ \)) the values of \( f - \varphi^* - \psi^* \) equal \( M \) while at points of S(\( \mu^- \)) the values of \( f - \varphi^* - \psi^* \) equal \(-M\) (in particular, S(\( \mu^+ \)) and S(\( \mu^- \)) do not overlap and hence \( \mu^+ - \mu^- \) is the Jordan decomposition for \( \mu^* \)). The proof is now complete since all the requirements of (6.2) are fulfilled (\( \| \mu^* \| = \int_Q d\mu^+ + \int_Q d\mu^- = 1 \)).

**Levelling of a function.** A function \( f(x, y) \) given on \( Q \subset X \times Y \) is said to be levelled with respect to \( y \) if

\[
\sup_y f(x, y) = -\inf_y f(x, y) \quad \text{for all } x \in X,
\]

and levelled with respect to \( x \) if

\[
\sup_x f(x, y) = -\inf_x f(x, y) \quad \text{for all } y \in Y.
\]

If \( f(x, y) \) is levelled with respect to both variables, we shall simply call it levelled.

**Corollary 6.4.** If \( f(x, y) \in C(Q) \) is levelled, then \( E(f) = \| f \| \).

Indeed, let \( p_1 \) be a point where \( f(p_1) = \| f \| \). Since \( f \) is levelled there exists a point \( p_2 \) such that \( \pi_1(p_1) = \pi_1(p_2), f(p_2) = -\| f \| \). Again, since \( f \) is levelled, there exists a point \( p_3 \) such that \( f(p_3) = \| f \|, \pi_2(p_2) = \pi_2(p_3) \), etc. We obtain a lightning bolt \( [p_1, p_2, p_3, \ldots] \) with all the properties as required by Theorem 6.1. So, if for some \( f \in C(Q) \) we choose a function \( \varphi^*(x) + \psi^*(y) \subset D(Q) \) so that \( f - \varphi^* - \psi^* \) is a levelled function, then \( \varphi^*(x) + \psi^*(y) \) is the best approximation of \( f \) in \( D(Q) \).

There exists a simple algorithm that allows us, for a given function \( f \), to construct a levelled function \( f(x, y) - \varphi^*(x) - \psi^*(y) \). It is given in §7. If \( f(x, y) - \varphi^*(x) - \psi^*(y) \) is a levelled function, then \( \varphi^*(x) + \psi^*(y) \) is not merely the best approximation to \( f \) but, in a certain sense, “the best of the best” approximations. This, too, is discussed below.

**Realization of either one of two situations in the Chebyshev criterion.** Both possibilities mentioned in Theorem 6.1, the case of a closed lightning bolt and that of a bolt containing infinitely many links, may indeed occur. As to closed lightning bolts, this is obvious. To construct an example for which the second possibility occurs is more difficult, since the lengths of links of a polygonal path cannot tend to zero; indeed, at the end-points of each link the expression \( f - \varphi^* - \psi^* \) assumes values of opposite sign but equal modulus.

The first example of such a phenomenon was constructed in the author’s paper [79]. Below we shall present that and other similar constructions. However, first let us establish a simple sufficient criterion for existence of a closed lightning bolt satisfying the properties of Theorem 6.1.

**Proposition 6.5.** Let \( \ell = [p_1, p_2 \ldots] \) be an infinite lightning bolt from Theorem 6.1, yet the set of its vertices has only finitely many limit points. In that case, there exists a closed lightning bolt \( L = [q_1, \ldots, q_{2m}] \) such that \( f(q_i) - \varphi^*(q_i) - \psi^*(q_i) = (-1)^{i-1} E(f) \).
2. APPROXIMATION BY SUMS \( \varphi(x) + \psi(y) \)

**Proof.** Consider the measure \( \mu^* \) obtained in the proof of Theorem 6.1 for the case of an infinite lightning bolt. Clearly, the closed support of \( \mu^* \) belongs to the set of the limit points for the collection of vertices of the lightning bolt \( \ell \). Starting with a point \( q_1 \in S(\mu^{++}) \) and repeating the construction in the proof of necessity in Lemma 6.3 and Theorem 6.1, we necessarily arrive at a closed lightning bolt because \( S(\mu^*) \) is a finite set.

**Examples.** (All constructions are in \( \mathbb{R}^2 \).)

**Example 6.6.** We need to construct two disjoint closed sets \( \Phi_1 \) and \( \Phi_2 \) with the following properties:

(a) \( \Phi_1 \) and \( \Phi_2 \) have equal projections on the coordinate axes;

(b) any lightning bolt whose vertices lie in \( \Phi_1 \) and \( \Phi_2 \) so that two neighboring vertices (along the bolt) cannot belong to the same set, has infinitely many links (cannot be closed).

The fact that projections of \( \Phi_1 \) and \( \Phi_2 \) on the coordinate axes are equal provides existence of a lightning bolt with vertices in \( \Phi_1 \) and \( \Phi_2 \) and the alteration described above (we can start the lightning bolt at any point in \( \Phi_1 \) or \( \Phi_2 \)).

**Construction of an example.** We shall approach the desired set \( \Phi = \Phi_1 \cup \Phi_2 \) in several steps. At the first step consider the main rectangle \( U_1 \) with vertices \( A_1, A_2, A_3, A_4 \) (with sides parallel to the coordinate axes and, in addition, the side \( A_1 A_2 \) parallel to \( Ox \)). At the second step we construct the lightning bolt \( U_2 \) with eight vertices \( A_i, i = 1, \ldots, 8 \), as follows. Surround points \( A_1, A_2, A_3, A_4 \) by disjoint small neighborhoods \( S_1, \ldots, S_4 \) that we assume to be closed. Taking in \( S_1 \) a point \( A_2 \), issue from it a line parallel to \( Ox \) until we arrive at \( S_2 \). Taking for \( A_2 \) one of the points of intersection of our line with \( S_2 \), issue from \( A_2 \) a line parallel to \( Oy \) until the intersection with \( S_3 \). In \( S_3 \) choose vertex \( A_2 \) as before. From \( A_2 \) issue a link parallel to \( Ox \) until the intersection with \( S_4 \). Surround the points \( A_2, i = 1, \ldots, 8 \), by disjoint closed neighborhoods \( S_i, i = 1, \ldots, 8 \), every one of them lying in a corresponding neighborhood \( S_i \), and construct a lightning bolt \( U_3 \) with sixteen vertices by a process similar to that used for \( U_2 \).

Suppose at the \( k \)-th step we have constructed a closed lightning bolt \( U_k \) with the vertices \( A_1^k, \ldots, A_{\nu_k}^k \) (the number of vertices \( \nu_k = 4 \cdot 2^{k-1} \)). Surround the point \( A_i^k, i = 1, \ldots, \nu_k \), by disjoint neighborhoods \( S_i^k \), every one of which lies in a corresponding neighborhood \( S_i^{k-1} \) that appeared at a previous step of the construction. Then, to construct \( U_{k+1} \) with the number of vertices \( 4 \cdot 2^k \) we proceed as follows. Choose a vertex \( A_1^{k+1} \) in \( S_1^k \) and run from it a link parallel to the link \( A_1^k A_2^k \) (i.e., parallel to the \( Ox \)-axis) till the intersection with \( S_2^k \). Choose a vertex \( A_2^{k+1} \) in \( S_2^k \). Then, from \( A_2^{k+1} \) run a link parallel to \( A_2^k A_3^k \) and choose a vertex \( A_3^{k+1} \) in \( S_3^k \), etc. Choose a vertex \( A_2^{k+1} \) in \( S_2^k \) as described above. Then, to construct \( U_{k+1} \), repeat circuiting the lightning bolt \( U_k \) along links parallel to the corresponding
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Choose a vertex $A^{k+1}$ in $S_{4.2k}^k$ so that the link $A_{4.2k}^{k+1}A_{1}^{k+1}$ would close $U_{k+1}$. While constructing all the links of $U_{k+1}$ we also secure that all the links of all the lightning bolts $U_1, \ldots, U_{k+1}$ belong to different lines. This allows us to choose at the $k$-th step neighborhoods $S_i^k, \ldots, S_{2k-1}^k$ so small that any closed lighting bolt whose vertices we only allowed to belong to the set $S_1^k \cup \cdots \cup S_{4.2k-1}^k$ would have at least $\nu_k$ ($\nu_k = 4 \cdot 2^{k-1}$) vertices. It is clear that such a choice of neighborhoods $S_1^k, \ldots, S_{4.2k-1}^k$ is always possible.

Continue the process of constructing the lightning bolts $U_k$ indefinitely. Thus, we have constructed a sequence of closed lightning bolts $U_1, \ldots, U_k, \ldots$. Set $S^k = \bigcup_{i=1}^{k} S_i^k, \Phi = \bigcap_{k=1}^{\infty} S^k$. Obviously, $\Phi$ is a closed set since all the neighborhoods $S_i^k$ are closed. Denote by $\Phi_1$ the part of $\Phi$ that belongs to $S_1^1 \cup S_2^1$, and by $\Phi_2$ the part that belongs to $S_1^1 \cup S_3^1$. Let us show that $\Phi_1$ and $\Phi_2$ have the same projections on the coordinate axes. (As was mentioned above, this would show the existence of lightning bolts whose vertices alternate between $\Phi_1$ and $\Phi_2$.) Let $A \in \Phi_1$. For definiteness, assume that $A \in S_1^1$. There exists a sequence of closed spheres $S_1^1 \supset S_2^2 \supset S_3^3 \supset \cdots$ of decreasing ranks shrinking to the point $A$. By our construction the sequence $S_1^2 \supset S_2^2 \supset S_3^2 \supset \cdots$ shrinks to a point $B \in \Phi_2$ having the same ordinate as $A$. Similarly, we can show the existence of a point $C \in \Phi_2$ that has the same abscissa as $A$. It remains to show that there are no closed lightning bolts whose vertices alternate between $\Phi_1$ and $\Phi_2$.

Again, let $A$ be a point in $\Phi$; without loss of generality, assume again that it belongs to $S_1^1$. Let us show that every lightning bolt starting at $A$ and having its vertices alternate between $\Phi_1$ and $\Phi_2$ cannot close and, therefore, must contain infinitely many links. Consider the neighborhoods $S_1^k, \ldots, S_{4.2k-1}^k$ constructed at the $k$-th step of our procedure. Let $B \in \Phi_1$ and $C \in \Phi_2$ be two points such that $A \in S_1^k, B \in S_2^k, C \in S_3^k$. By our construction the sequence $S_1^2 \supset S_2^2 \supset S_3^2 \supset \cdots$ shrinks to a point $D \in \Phi_2$ having the same abscissa as $A$. Similarly, we can show the existence of a point $E \in \Phi_2$ that has the same ordinate as $A$. It remains to show that there are no closed lightning bolts whose vertices alternate between $\Phi_1$ and $\Phi_2$.

Let us give another construction of such an example [100].

EXAMPLE 6.7. Construct $\Phi$ as a set-theoretic limit of compact sets $\Phi_n$. The set $\Phi_1$ consists of four segments $L_1, L_2, L_3, L_4$ that form a $45^\circ$ angle with the $x$-axis and are such that $\pi_1(L_1) = \pi_1(L_2), \pi_1(L_3) = \pi_1(L_4), \pi_2(L_1) = \pi_2(L_4), \pi_2(L_2) = \pi_2(L_3)$. To obtain $\Phi_n$ from $\Phi_{n-1}$, turn one of the segments in $\Phi_{n-1}$ by $90^\circ$. Having done that, remove from all the segments (including the one turned) the middle third. Clearly, $\Phi_n$ consists of $4 \cdot 2^{n-1}$ linear segments, and it is easy to take a large rectangle $F \supset \Phi$, construct a function $f \in C(F)$ such that

$$f(x, y) = \begin{cases} 1, & (x, y) \in \Phi_1, \\ -1, & (x, y) \in \Phi_2, \\ |f(x, y)| < 1, & (x, y) \in F^{\setminus} \Phi. \end{cases}$$

From Theorem 6.1 and the properties of the set $\Phi$ it follows that $E(1) = 1$ and the best approximation is given by the function $\varphi^*(x) + \psi^*(y) = 0$, so the lightning bolt mentioned in Theorem 6.1 is infinite.

Let us give another construction of such an example [100].
check that the equivalence class (with respect to $R$) of every point in $\Phi_n$ consists of $4 \cdot 2^{n-1}$ points, one on each segment. The rest follows as in the previous example.

On $\Phi$ we can define a measure $\mu \neq 0$, $\mu \in D(\phi)^{\perp}$. For that we construct measures $\mu_n$ on linear segments that are contained in $\Phi_n$ by starting with the linear measure on those segments normalized so that $||\mu_n|| = 1$, choosing a positive sign for $\mu_n$ on those segments that came from $L_1$ and $L_3$ by our process, and a negative sign for those that arose from $L_2$ and $L_4$. Unlike in the situation in Proposition 6.4, here $S(\mu)$ consists of infinitely many points and does not contain a closed lightning bolt.

I want to note that in 1969 when I presented Example 6.6 at Professor B. S. Mityagin’s seminar, he suggested a modification that essentially coincides with Example 6.7.

The following result further “regularizes” construction of examples similar to 6.6 and 6.7. It is plausible that it has been inspired by Buck’s arguments presented in §5.

**Proposition 6.8 [61].** Let $T \subset X$ be a compact set for which there exists a homeomorphism $h : T \rightarrow T$ such that no power of it (in the sense of superpositions) has fixed points. Let the function $f(x, y) \in C(X \times Y)$ be such that $||f|| = 1$ and

$$f(x, x) = 1, \quad x \in T;$$

$$f(x, h(x)) = -1, \quad x \in T;$$

$$|f(x, y)| < 1, \quad \text{elsewhere.}$$

Then, there is no lightning bolt $\ell$ for which $|\rho_\ell(f)| = 1$.

**Proof.** Let $Q_1 = \{(x, x), x \in T\}$, $Q_2 = \{(x, h(x)), x \in T\}$. Clearly, $Q_1$ and $Q_2$ are compact and $Q_1 \cap Q_2 = \emptyset$ since $h$ does not have fixed points. Construct a lightning bolt $\ell = [p_1, p_2, p_3, \ldots]$ such that $p_{2i-1} \in Q_1$, $p_{2i} \in Q_2$, $\pi_1(p_{2i-1}) = \pi_1(p_{2i}), \pi_2(p_{2i}) = \pi_2(p_{2i-1})$. $\ell$ is infinite, since no power of $h$ has fixed points. We have $f(p_i) = (-1)^{i-1}$; hence, according to Theorem 6.1, $E(f) = 1$, i.e., $\varphi^*(x) + \psi^*(y) = 0$ gives the best approximation to $f$. Any lightning bolt $L$ for which $|\rho_L(f)| = 1$ must start either at a point in $Q_1$ or at a point in $Q_2$ and have its vertices in $Q_1$ and $Q_2$, whereas no two neighboring vertices can belong to the same of these two sets. Hence $L$ must be infinite.

**Example 6.9 [61].** Let $T$ be the Cantor ternary set in $X = [0, 1]$. Let $x \in T$, $x \neq 1$. Then,

$$x = \sum_{i=1}^{\infty} t_i 3^{-i}, \quad t_i \in \{0, 2\}.$$

Let $t_n$ be the first 0 among $t_1, t_2, \ldots$. Set

$$h(x) = \sum_{i=1}^{n-1} (2 - t_i) 3^{-i} + \sum_{i=n}^{\infty} t_i 3^{-i}, \quad h(1) = 0.$$

Then all powers of the homeomorphism $h$ have no fixed points.

Proposition 6.8 and Example 6.9 also show that the assumption concerning closedness of $R$-equivalence classes in Theorem 4.17 was essential. Indeed, consider the restriction of a function $f$ in (6.5) to the set $Q = Q_1 \cup Q_2$. $\varphi^* + \psi^* = 0$ will again
be the best approximation to \( f \) on \( Q \). Hence, the subspace \( D(Q) \) is not everywhere dense in \( C(Q) \). At the same time, \( Q \) does not contain any closed lightning bolts.

**An addition to the duality theorem.** We can now prove Corollary 4.26, but with an essential extra assumption: existence of the best approximation \( \varphi^*(x) + \psi^*(y) \) for \( f \). Indeed, in view of Lemma 4.5, it is obvious that the left side in (4.37) is not larger than the right side. On the other hand, if \( \ell \) is the lightning bolt described in Criterion 6.1, then

\[
|r_\ell(f)| = M = \|f - \varphi^* - \psi^*\| = E(f).
\]

The following theorem of de la Vallée–Poussin concerning an estimate from below of the best approximation (cf., e.g., [2]) plays a useful role in the theory of the best polynomial approximation. For our problem there is an analogue of that result.

**Theorem 6.10 [79].** Let the difference \( f(x,y) - \varphi(x) - \psi(y) \) assume the values \( a_1, -a_2, a_3, \ldots \) at the vertices \( p_1, p_2, p_3, \ldots \) of a lightning bolt \( \ell \), where \( a_i > 0 \) (and hence, signs at the neighboring vertices alternate) while \( \ell \) is either closed or infinite. Then,

\[
E(f) \geq \inf a_i.
\]

**Proof.** Set \( a = \inf a_i \). By (4.6)-(4.7) and Lemma 4.5 we have

\[
|r_\ell(f)| = |r_\ell(f - \varphi - \psi)| \geq \frac{1}{n} \sum_{i=1}^{n} a_i \geq a.
\]

Now apply the duality theorem.

**An example of the Chebyshev criterion in action.** Let us give a non-trivial example when Theorem 6.1 does apply.

**Proposition 6.11 [79].** Let \( Q \) be a rectangle in \( \mathbb{R}^2 : Q = [0, a] \times [0, b] \), and \( f(x,y) \in C(Q) \). Set

\[
g(x,y) = f(x,y) - f(x,0) - f(0,y) + f(0,0)
\]

and suppose that for any fixed \( y_1 \) and \( y_2, 0 \leq y_2 < y_1 \leq b \), we have

\[
g(x,y_1) - g(x,y_2) \geq 0, \quad 0 \leq x \leq a,
\]

and attains its maximum at one and the same value \( x_0 \). Then,

\[
E(f) = \frac{1}{4} \left[ f(x_0,b) - f(x_0,0) - f(0,b) + f(0,0) \right].
\]

**Proof.** Clearly, \( E(f) = E(g) \). Moreover, we have

\[
g(0,y) = 0, \quad g(x,0) = 0, \quad 0 \leq x \leq a, \quad 0 \leq y \leq b.
\]

In view of (6.8) this implies that, for all \( x \) and \( y \), \( g(x,y) \geq 0 \). Set

\[
A = g(x_0,b) = [f(x_0,b) - f(x_0,0) - f(0,b) + f(0,0)]
\]

Consider the function

\[
h(x,y) = g(x,y) - \frac{1}{2} g(x_0,y)
\]
for which \( E(h) = E(g) = E(f) \). For all admissible \( x \) and \( y_1 > y_2 \), we have

\[
\begin{align*}
h(x, y_1) - h(x, y_2) &= g(x, y_1) - g(x, y_2) - \frac{1}{2} [g(x_0, y_1) - g(x_0, y_2)] \\
&\leq g(x_0, y_1) - g(x_0, y_2) - \frac{1}{2} [g(x_0, y_1) - g(x_0, y_2)] = \frac{1}{2} [g(x_0, y_1) - g(x_0, y_2)] \\
&\leq \frac{1}{2} [g(x_0, b) - g(x_0, 0)] = \frac{1}{2} g(x_0, b) = \frac{A}{2},
\end{align*}
\]

\[
\begin{align*}
h(x, y_1) - h(x, y_2) &\geq -\frac{1}{2} [g(x_0, y_1) - g(x_0, y_2)] \geq -\frac{A}{2}.
\end{align*}
\]

So,

\[
|h(x, y_1) - h(x, y_2)| \leq \frac{A}{2}.
\]

Set

\[
\begin{align*}
k(x) &= \frac{1}{2} \left[ \sup_y h(x, y) + \inf_y h(x, y) \right], \\
m(x, y) &= h(x, y) - k(x).
\end{align*}
\]

We have \( E(m) = E(h) = E(f) \). For all \( x \) we have

\[
\begin{align*}
\sup_y |m(x, y)| &\leq \frac{1}{2} \left[ \sup_y h(x, y) - \inf_y h(x, y) \right] \leq \frac{A}{4}.
\end{align*}
\]

Hence

\[
\|m\| \leq \frac{A}{4}.
\]

On the other hand,

\[
\begin{align*}
h(0, 0) &= 0, & h(0, y) &= -\frac{1}{2} g(x_0, y), & k(0) &= -\frac{A}{4}, & m(0, 0) &= \frac{A}{4}, \\
h(x_0, 0) &= 0, & h(x_0, y) &= \frac{1}{2} g(x_0, y), & k(x_0) &= \frac{A}{4}, & m(x_0, 0) &= -\frac{A}{4}, \\
h(0, b) &= -\frac{1}{2} g(x_0, b) = -\frac{A}{2}, & m(0, b) &= -\frac{A}{2} + \frac{A}{4} = -\frac{A}{4}, \\
h(x_0, b) &= \frac{1}{2} g(x_0, b) = \frac{A}{2}, & m(x_0, b) &= \frac{A}{2} - \frac{A}{4} = \frac{A}{4}.
\end{align*}
\]

According to Theorem 6.1, the best approximation to \( m(x, y) \) is given by the combination \( 0 + 0 \), with \( E(m) = A/4 \). The proposition is proved.

**Corollary 6.12 [116]**. If \( f(x, y) \) is continuous together with its first and second partial derivatives in the rectangle \( Q \) and \( \partial^2 f/\partial x \partial y \geq 0 \), then

\[
E(f) = \frac{1}{4} [f(0, 0) - f(0, b) - f(a, 0) + f(a, b)].
\]
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PROOF. In this case the function \( g(x, y) \) defined by (6.7) equals

\[
\iint_{Q_{xy}} \frac{\partial^2 f}{\partial x \partial y} \, dx \, dy,
\]

where \( Q_{xy} \) is the rectangle with vertices \((0, 0), (x, 0), (0, y), (x, y)\). Therefore, \( g(x, y) \) is increasing with respect to \( x \) and \( y \), and all the assumptions of Proposition 6.11 are satisfied.

Our goal now is to give a new proof of the existence of a function giving the best approximation. For this we must introduce the following elementary operator.

The levelling operator. Consider a space of bounded, real-valued functions \( v(x) \) defined on a set \( E \subset (-\infty, +\infty) \) with the norm \( \|v\| = \sup_{x \in E} |v(x)| \). Introduce the operator (functional) \( M \) by

\[
Mv = \frac{1}{2} \left[ \sup_{x \in E} v(x) + \inf_{x \in E} v(x) \right].
\]

For the function \( u(x) = v(x) - Mv \) we have \( \inf u(x) = -\sup u(x) \), and so we call \( M \) the levelling operator.

LEMMA 6.13 [62]. For the operator \( M \) the following properties are satisfied:

1. Monotonicity:

\[
u(x) \leq v(x) \text{ for all } x \in E \Rightarrow Mu \leq Mv.
\]

2.

\[
|Mv| \leq \|v\|.
\]

3.

\[
|Mv_1 - Mv_2| \leq \|v_1 - v_2\|.
\]

4.

\[
\|v - Mv\| = \|v\| - \|Mv\| \leq \|v\|.
\]

Properties 1 and 2 are obvious. To prove (6.14) set \( \delta = \|v_1 - v_2\| \). Then, \( -\delta \leq v_1(x) - v_2(x) \leq \delta \), \( -\delta + v_2(x) \leq v_1(x) \leq \delta + v_2(x) \). By monotonicity we obtain

\[
M[-\delta + v_2(x)] = -\delta + Mv_2 \leq Mv_1 \leq M[\delta + v_2(x)] = \delta + Mv_2,
\]

and therefore, \( -\delta \leq Mv_1 - Mv_2 \leq \delta \). To prove (6.15), set \( \alpha = \sup v(x) \), \( \beta = \inf v(x) \). Then \( Mv = \frac{1}{2} (\alpha + \beta), \|v - Mv\| = \frac{1}{2} (\alpha - \beta) \), and \( \|v\| = \max (\alpha, -\beta) \). However, it is easy to check that always

\[
\frac{1}{2} (\alpha - \beta) = \max (\alpha, -\beta) - \frac{1}{2} |\alpha + \beta|.
\]
2. APPROXIMATION BY SUMS $\varphi(x) + \psi(y)$

**Levelling of functions of two variables.** Let $X, Y, Q \subset X \times Y$ be arbitrary sets; $\pi_1, \pi_2$ are natural projections onto $X$ and $Y$, respectively, and we can assume that $X = \pi_1(Q)$, $Y = \pi_2(Q)$. Similarly to (2.3), (2.18), for a function $f(x, y)$ bounded on $Q$, set

$$
M(x) = \sup_{y,(x,y)\in Q} f(x, y), \quad m(x) = \inf_{y,(x,y)\in Q} f(x, y),
$$

$$
M(y) = \sup_{x,(x,y)\in Q} f(x, y), \quad m(y) = \inf_{x,(x,y)\in Q} f(x, y),
$$

and define the operators

$$
M_x(f)(y) = \frac{1}{2} [M(y) + m(y)],
$$

$$
M_y(f)(x) = \frac{1}{2} [M(x) + m(x)].
$$

Then, the function $f(x, y) - M_y(f)(x)$ is levelled with respect to $y$, while $f(x, y) - M_x(f)(y)$ is levelled with respect to $x$. The function $M_y(f)(x)$ is a solution of the problem (2.17) concerning the best approximation of $f(x, y)$ by functions of one variable $x$, and $M_x(f)(y)$ is a solution of a similar problem concerning the best approximation of $f(x, y)$ by functions of $y$. If $X, Y$ are compact spaces, $Q = X \times Y$, $f \in C(Q)$, then the functions (6.17) solve those problems of best approximation in the space $C(Q)$.

**Existence theorem.** Let us return to problem (6.1) and give a new proof of existence of the best approximation $\varphi^*(y) + \psi^*(y)$ in the case when $Q = X \times Y$. In addition, we shall also obtain an estimate concerning the type of continuity of $\varphi^* + \psi^*$ in terms of that of the function being approximated. Fix $f \in C(Q)$ and define (nonlinear) operators in $D$

$$
AF = M_x(f - F),
$$

$$
BF = M_y(f - F).
$$

From (6.14) it follows immediately that

$$
\|AF_1 - AF_2\| \leq \|F_1 - F_2\|,
$$

$$
\|BF_1 - BF_2\| \leq \|F_1 - F_2\|.
$$

Also, define an operator $S : D \to D$ as follows:

$$
SF = F + AF + B(F + AF), \quad F \in D.
$$

Introduce the following characteristic of the uniform continuity of the function $f(x, y)$:

$$
\Delta (x_1, y_1, x_2, y_2) = \sup_x |f(x, y_1) - f(x, y_2)| + \sup_y |f(x_1, y) - f(x_2, y)|
$$

and define a set $K \subset D$ by

$$
K = \{ F \in D : \|F - f\| \leq \|f\|, \ |F(x_1, y_1) - F(x_2, y_2)| \leq \Delta (x_1, y_1, x_2, y_2) \}.
$$
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THEOREM 6.14 [91]. $K$ is a non-empty, convex, compact set in $C(Q)$. The operator $S$ is continuous and $S(K) \subset K$, so $S$ has fixed points. If $F$ is a fixed point of $S$ in $D$, then $f - F$ is a levelled function and $F$ is the best approximation of $f$ in $D$.

Thus, among functions $F$ giving the best approximation of $f$ in $D$, there are some for which $f - F$ is a levelled function, and uniform continuity of $F$ satisfies the same estimate as that of $f$.

PROOF. That $K$ is non-empty is obvious, since $0 \in K$. It is also easy to check that $K$ is convex. The set $\tilde{K}$ of all functions in $C(Q)$ satisfying the inequalities in (6.22) is bounded, closed, and equicontinuous; therefore, it is compact in $C(Q)$. Since $K = \tilde{K} \cap D$ and $D$ (e.g., according to Corollary 2.7) is closed, $K$ is compact. As follows from (6.19), the operators $A$ and $B$ are continuous; hence, $S$ is a continuous operator. Let us show that $S(K) \subset K$. For $F \in D$ we have (applying (6.15) twice)

\[
\|f - SF\| = \|f - F - AF - B(F + AF)\|
\]

(6.23)

\[
= \|f - F - AF - M_y(f - F - AF)\|
\]

\[
\leq \|f - F - Af\| = \|f - F - M_x(f - F)\| \leq \|f - F\|.
\]

This shows that if $F \in K$, then $\|f - SF\| \leq \|f\|$. If $F = g(x) + h(y)$, then using the definitions of $M_x$ and $M_y$ we find

\[
SF = g + h + M_x(f - g - h) + B(F + AF)
\]

(6.24)

\[
=g + h + M_x(f - g) - h + M_y[f - F - M_x(F - f)]
\]

\[
=g + Ag + M_y[f - g - h + M_x(f - g) + h]
\]

\[
=g + Ag + M_y[f - M_x(f - g)] - g = Ag + BAg.
\]

Let $F = g(x) + h(y)$ and $\Phi(x, y) = SF$. Using Lemma 6.13 and (6.24), we obtain

\[
|\Phi(x_1, y_1) - \Phi(x_2, y_2)|
\]

\[
= |(Ag)(x_1, y_1) - (Ag)(x_2, y_2) + (BAg)(x_1, y_1) - (BAg)(x_2, y_2)|
\]

\[
= |(Ag)(y_1) - (Ag)(y_2) + (BAg)(x_1) - (BAg)(x_2)|
\]

\[
\leq |M_x(f - g)(y_1) - M_x(f - g)(y_2)|
\]

(6.25)

\[
+ |M_y(f - Ag)(x_1) - M_y(f - Ag)(x_2)|
\]

\[
\leq \sup_x |(f - g)(x, y_1) - (f - g)(x, y_2)|
\]

\[
+ \sup_y |(f - Ag)(x_1, y) - (f - Ag)(x_2, y)|
\]

\[
= \sup_x |f(x, y_1) - f(x, y_2)| + \sup_y |f(x_1, y) - f(x_2, y)|
\]

\[
= \Delta(x_1, y_1, x_2, y_2).
\]

So, (6.23) and (6.25) show that $S(K) \subset K$. Hence, by the Schauder theorem the operator $S$ has a fixed point in $K$. Let $F$ be a fixed point of $S$ in $D$. Then

\[
AF + B(F + AF) = 0.
\]

(6.26)

Since $AF$ is a function of $y$ only while $B(F + AF)$ is a function of $x$, then $AF = C$, $B(F + AF) = -C$, where $C$ is a constant. Hence, $-C = B(F + C) = BF - C$ and
BF = 0. So, $M_y(f - F) = 0$ and the function $f - F$ is vertically levelled. Also, $AF = M_x(f - F) = C$. However, we are going to show that $C = 0$.

**Lemma 6.15** [91]. If $M_yf = 0$ while $M_xf = C$, then $C = 0$.

**Proof.** Applying Lemma 6.13, we find that

$$
\|f\| = \|f - C - M_yf + C\| = \|(f - C) - M_y(f - C)\| \leq \|f - C\|
$$

$$
= \|f - M_xf\| = \max_y \left[ \max_x |f| - |M_xf| \right] = \|f\| - |C| \quad \text{and} \quad C = 0.
$$

Lemma 6.15 is proved.

So in the situation described by Theorem 6.14, $M_x(f - F)$ and hence $f - F$ is a levelled function. But then, according to Corollary 6.4, $E(f) = \|f - F\|$ and $F$ is the best approximation to $f$ in $D$.

**Remarks 6.16.** (a) For the first time, existence of a best approximation with the same estimates for continuity as those of the approximated function (defined on the rectangle $[a, b] \times [c, d] \subset \mathbb{R}^2$) was proved in the paper of Diliberto and Straus [38] by a different method that was, in a sense, more natural and elementary. (We shall discuss it in the following section.) Independently, Kolmogorov (see [113]) obtained the same result by a method close to the one applied in [38]. In [61] there are some results concerning smoothness of the function giving the best approximation in terms of the smoothness of the approximated function.

(b) In the derivation of estimates (6.23) and (6.25), continuity of the function $g$ and $h$ has not been used. Hence, if $g$ and $h$ are discontinuous functions, then $S(g + h)$ is nevertheless continuous and, in view of (6.23),

$$
\|f - S(g + h)\| \leq \|f - (g + h)\|.
$$

So, approximation of a continuous function $f$ does not improve if we allow discontinuous $g$ and $h$. This was noted for the first time in [32] by a different reasoning. In §2 of Chapter 3 we shall establish a substantial extension of this fact (Theorem 2.4, Chapter 3).

(c) Consider approximation of $f \in B(Q)$ by a subspace $BD$ (cf. §§2, 3). The following statement is true then: if $f$ has the best approximation $\varphi^*(x) + \psi^*(y) \in BD$, then among its best approximations there is one $\varphi_1(x) + \psi_1(y)$ such that $f - (\varphi_1 + \psi_1)$ is a vertically levelled function, and similarly, there is a best approximation $\varphi_2(x) + \psi_2(y)$ so that $f - (\varphi_2 + \phi_2)$ is horizontally levelled. Indeed, if $f^* = f - (\varphi^* + \psi^*)$, then the function $f_1 = f^* - M_yf^*$ is vertically levelled with $\|f_1\| \leq \|f^*\|$, according to Lemma 6.13. Similarly, $f_2 = f^* - M_xf^*$ is horizontally levelled with $\|f_2\| \leq \|f^*\|$.

**Example of deterioration of continuity properties for the best approximation.** In the case when $Q \neq X \times Y$, given the existence of the function of the best approximation, its continuity properties may be worse than those of the function being approximated.

**Example 6.17** [113]. $Q = Q_1 \cup Q_2 \cup Q_3$; $Q_1 = \{(x, 1), \ 1 \leq x \leq 2\}$, $Q_2 = \{(x, 2), \ 1 \leq x \leq 3\}$, $Q_3 = \{(x, 3), \ 2 + \varepsilon \leq x \leq 3\}$, where $\varepsilon > 0$ is given. Assume $f(x, y) = 0$ on $Q_2$ while on $Q_1$ and $Q_3$ the graph of $f(x, y)$ is as in Figure 1 (the plane of the drawings coincide with $XOZ$). Let the graph of $\psi_0(x)$ be shown.
in Figure 2 and \( \psi_0(1) = -\frac{1}{4}, \psi_0(2) = 0, \psi_0(3) = \frac{1}{4} \). The graph of \( f_1(x, y) = f(x, y) - \varphi_0(x) - \psi_0(y) \) is shown in Figure 3. Theorem 6.1 or Corollary 6.4 yields that \( \varphi_0(x) + \psi_0(y) \) is the best approximation and \( E(f) = \frac{1}{8} \). Also, it is easy to see that \( \psi_0(y) \) is a unique (up to a constant) function that can be included into the best approximation. Regarding \( \varphi^*(x) \), it can differ from \( \varphi_0(x) \), but since \( f(2, 1) - \psi_0(1) = \frac{1}{4}, f(2 + \varepsilon, 3) - \psi_0(3) = -\frac{1}{4} \) and \( E(f) = \frac{1}{8} \), then necessarily \( \varphi^*(2) \geq \frac{1}{8}, \varphi^*(2 + \varepsilon) \leq -\frac{1}{8} \). The function \( f(x, y) \) satisfies a Lipschitz condition with a constant \( L_0 \) that does not depend on \( \varepsilon \). At the same time, for any \( L > L_0 \) we can choose \( \varepsilon > 0 \) sufficiently small so that \( \varphi^*(x) \) does not satisfy the Lipschitz condition with that constant \( L \). 

In [113], Ofman claimed (Theorem 3) that if \( Q \) contains a cross while \( f(x, y) \) satisfies a Lipschitz condition with a constant \( L \), then \( f \) has a best approximation in \( D \) also satisfying the Lipschitz condition with the same constant \( L \). Yet, as was noted by Motornyi [109], this is false. In order to see that, it suffices to use the original example of Ofman.

**Example 6.18 [105].** Add a point (3, 1) to \( Q \) from Example 6.17. We obtain a compact \( \tilde{Q} \). \( \tilde{Q} \) contains a cross passing through the point (3, 2). Define the function \( f \) at the point (3, 1) by setting \( f(3, 1) = -\frac{1}{4} \). It is easy to see that the same \( \varphi^*(x) + \psi_0(y) \) as in Example 6.17 give the best approximation here too.
In [109], [110] there were given sufficient conditions for $Q$ in order that the best approximation in $D$ of $f \in C(Q)$ had the same majorant of uniform continuity. However, the arguments presented there contain a gap.

**Best approximation and diameters of families of functions of one variable.** Let us present a somewhat different interpretation of the problem of the best approximation that we have been studying. Let $X$ be an arbitrary set, and let $V = \{g(x)\}$ be a given family of real-valued functions (not necessarily continuous) of one variable. Each function $g(x) \in V$ has, generally speaking, its own domain of definition $A_g \subset X$, and it is not necessarily true that $A_{g_1} = A_{g_2}$. Assume that functions in $V$ are uniformly bounded. Define a distance between functions in the family by setting

\[
\rho(g_1, g_2) = \sup_{x \in A_{g_1} \cap A_{g_2}} |g_1(x) - g_2(x)|. 
\]

If $A_{g_1} \cap A_{g_2} = \emptyset$, set $\rho(g_1, g_2) = 0$. (In general, this “distance” does not satisfy the axioms of a metric space.) Naturally, we shall call the quantity

\[
d(V) = \sup_{g_1, g_2 \in V} \rho_V(g_1, g_2) 
\]

the diameter of $V$. Let us add to each function $g(x)$ of the family $V$ a constant $C_g$, one for each $g$. We denote the new family obtained in such a way by $V + C$ ($C$ is the family of constants added). The quantity

\[
d_0(V) = \inf_C d(V + C) 
\]

is called the proper diameter of $V$ (here the inf is taken over all families of added constants). Let $f(x, y)$ be a bounded function defined on a set $Q \subset X \times Y$, where $X, Y$ are arbitrary sets. Consider families $V_1 = \{g_y(x) = f(x, y), \ y \in Y\}$ and $V_2 = \{h_x(y) = f(x, y), x \in X\}$. Let $d_0^i$ be the proper diameter of $V_i$, $i = 1, 2$.

**THEOREM 6.19 [113].** The following equalities hold:

\[
\mathcal{E}(f) \overset{\text{def}}{=} \text{dist}(f, BD) = \frac{1}{2} d_0^1 = \frac{1}{2} d_0^2. 
\]

**PROOF.** First of all, note that for a function $g_{y_0}(x) \in V_1$ the domain of definition is $A_y = \pi_1 \{(x, y_0) \in Q\}$. Let $\psi(y)$ be an arbitrary bounded function on $Y$. We shall interpret it as a family of constants that are added to functions in the family $V_1$. Introduce the following notation (x is fixed):

\[
M_\psi(x) = \sup_{g_y \in V_1, A_y \ni x} [g_y(x) - \psi(y)] = \sup_{A_y \ni x} [f(x, y) - \psi(y)]; \\
m_\psi(x) = \inf_{g_y \in V_1, A_y \ni x} [g_y(x) - \psi(y)] = \inf_{A_y \ni x} [f(x, y) - \psi(y)]; \\
\varphi_\psi(x) = \frac{M_\psi(x) + m_\psi(x)}{2}. 
\]

Clearly,

\[
d(V_1 - \psi) = \sup_{x \in X} [M_\psi(x) - m_\psi(x)]. 
\]
On the other hand, for any $\varphi(x)$ defined on $X$ we have
\begin{equation}
\|f - \varphi - \psi\| \geq \|f - \varphi_\psi - \psi\| = \frac{1}{2} \sup_{x \in X} [M_\psi(x) - m_\psi(x)] = \frac{1}{2} d(V_1 - \psi) \geq \frac{1}{2} d_0^1.
\end{equation}

Hence,
\begin{equation}
\mathcal{E}(f) \geq \frac{1}{2} d_0^1.
\end{equation}

On the other hand, let $\varepsilon > 0$ and $\psi_0(y)$ be such that
\begin{equation}
d(V_1 - \psi_0) < d_0^1 + \varepsilon.
\end{equation}

Then, in view of (6.33),
\begin{equation}
\|f - \varphi_{\psi_0} - \psi_0\| = \frac{1}{2} d(V_1 - \psi_0) < \frac{1}{2} d_0^1 + \frac{\varepsilon}{2},
\end{equation}

and so,
\begin{equation}
\mathcal{E}(f) \leq \frac{1}{2} d_0^1.
\end{equation}

Combining (6.34) and (6.35) we obtain the first equality in (6.30). The proof of the second one is similar.

**Corollary 6.20.** Let $Q = X \times Y$, $X$ and $Y$ compact spaces, and $f \in C(Q)$. Then
\begin{equation}
E(f) = \frac{1}{2} d_0^1 = \frac{1}{2} d_0^2.
\end{equation}

For the proof, it suffices to combine Theorem 6.19 and Remark 6.16 (b).

**Set of functions giving the best approximation.** Usually, a function giving the best approximation in the class $D$ is not unique. Let $f(x, y) \in C(Q)$, and let $f^*(x, y) = f(x, y) - \varphi^*(x) - \psi^*(y)$ be a levelled function. Since in some sense $\varphi^*(x) + \psi^*(y)$ gives the "best" best approximation to $f(x, y)$, it is natural to ask whether such a function $\varphi^*(x) + \psi^*(y)$ is unique. The following example shows that even in such a form uniqueness, generally speaking, fails.

**Example 6.21.** Let $Q = X \times Y$, where $X$ and $Y$ consist of four points each. In this case, $f(x, y)$ is a square matrix. Consider
\[
f = \begin{pmatrix}
1 & 0 & -1 & 0 \\
0 & -1 & 0 & 1 \\
0 & 1 & 0 & -1 \\
-1 & 0 & 1 & 0
\end{pmatrix}.
\]

Clearly, $f$ is a levelled function, and hence $E(f) = \|f\| = 1$. Take
\[
\varphi^* = (\varepsilon, 2\varepsilon, \varepsilon, 2\varepsilon), \quad \psi^* = \begin{pmatrix}
-\varepsilon \\
-2\varepsilon \\
-2\varepsilon \\
-\varepsilon
\end{pmatrix},
\]

($\varepsilon$ is an arbitrary number, $0 < \varepsilon < \frac{1}{2}$). Then $f^* = f - \varphi^* - \psi^*$ is also a levelled function and $E(f^*) = \|f^*\| = 1$. 


Now we present a number of elegant results, most of which are taken from [61] and [91] and concern certain sets that appear naturally in Chebyshev’s approximation by a subspace $D$.

Clearly, Example 6.21 can be easily extended to the case when $Q$ is a rectangle. Let $Q \subset X \times Y$, $Q$, $X$, and $Y$ compact sets, and $f \in C(Q)$. Denote by $\mathcal{M}$ the set of all signed measures $\mu^* \in D(Q)^\perp$ for which the supremum in (4.11) is attained and $\int_Q f d\mu^* > 0$. Set

\begin{equation}
S(f) = \bigcup_{\mu^* \in \mathcal{M}} S(\mu^*).
\end{equation}

**Theorem 6.22.** All best approximations $\varphi^*(x) + \psi^*(y)$ to $f$ coincide on the set $S$.

The proof follows from Theorem 3.2 (formula (3.2)). Denote by $Z = Z(f)$ the set of points in $Q$ where all functions $\varphi^*(x) + \psi^*(y)$ giving the best approximation to $f$ coincide. Theorem 6.22 claims that

\begin{equation}
Z(f) \supset S(f).
\end{equation}

We can assume that $E(f) = \|f\|$, i.e., the identically zero function is one of the best approximations to $f$ (for that, one may need to pass from $f$ to $f - \varphi^* - \psi^*$, where $\varphi^*(x) + \psi^*(y)$ is one of the best approximations). Then

\begin{equation}
Z = \bigcap_\Phi Z_\Phi,
\end{equation}

where $Z_\Phi$ is the set of zeros of the function $\Phi = \varphi^*(x) + \psi^*(y)$ and the intersection is taken over all $\Phi$ that give the best approximation to $f$. Together with $S$ and $Z$, consider also the set

\begin{equation}
N_f = \{p \in Q : |f(p)| = \|f\|\}
\end{equation}

(we assume that $E(f) = \|f\|$). From Theorem 6.2 it follows that

\begin{equation}
N_f \supset S.
\end{equation}

Denote by $\mathcal{P}$ the following set of functions:

\begin{equation}
\mathcal{P} = \mathcal{P}(f) = \{f_1 : f_1 - f \in D, \|f_1\| = \|f\| (= E(f))\}.
\end{equation}

Consider the set $N$ given by

\begin{equation}
N = N(f) = \bigcap_{f_1 \in \mathcal{P}} N_{f_1} \supset S,
\end{equation}

where the intersection is taken over all functions $f_1 \in \mathcal{P}$. The sets $Z$ and $N$ are compact.

**Lemma 6.23.** If there is a function $f^* \in \mathcal{P}$ for which

\begin{equation}
N_{f^*} = N(f),
\end{equation}

then

\begin{equation}
Z(f) \supset N(f).
\end{equation}
Thus,

\[(6.47)\]

\[Z(f) \supseteq N(f) \supset S(f).\]

**PROOF.** Let \(f_1 \in \mathcal{P}(f)\). Then, \(F = \frac{1}{2}(f + f_1)\) also belongs to \(\mathcal{P}(f)\). Clearly,

\[N_F \subseteq N_{f_1} \cap N_{f} \subseteq N_{f*} = N.\]

Therefore, \(N_F = N\). If at a point \(p \in N\) we had

\[f_1(p) \neq f^*(p) \quad (|f^*(p)| = \|f^*\| = \|f_1\|),\]

then \(p \notin N_F\) and \(N_F \neq N\). Hence all functions \(f_1 \in \mathcal{P}\) coincide with \(f^*\) on \(N\), and so best approximation functions to \(f\) (precisely those that distinguish between different functions in \(\mathcal{P}\)) equal zero.

Existence of a function \(f^* \in \mathcal{P}\) satisfying the properties listed in Lemma 6.23 probably need not hold in general. However, if we restrict ourselves to, say, functions satisfying inequalities (6.22) and change the definitions of \(\mathcal{P}\) and \(N\) accordingly, then among such functions a function \(f^*\) satisfying the requirements of Lemma 6.23 exists in view of compactness of the set \(K\).

A geometric lemma.

**Lemma 6.24** [91]. Let \(R\) be a subset of \(X \times Y\), where \(X\) and \(Y\) are arbitrary sets having the following properties:

\[(6.48)\]

\[\{(x,y) \in R, (u,y) \in R, (u,v) \in R\} \Rightarrow (x,v) \in R.\]

Then there exist a family of pairwise disjoint sets \(\{X_\alpha\} \subset X\) and a family of pairwise disjoint sets \(\{Y_\alpha\} \subset Y\) such that \(R = \bigcup_\alpha X_\alpha \times Y_\alpha\).

Geometrically, (6.48) means that when three vertices of a rectangle with sides parallel to the coordinate axes belong to \(R\), the fourth vertex also belongs to \(R\).

**Proof.** Set

\[X_0 = \{x \in X : (x,y) \notin R \quad \text{for all} \quad y \in Y\},\]
\[Y_0 = \{y \in Y : (x,y) \notin R \quad \text{for all} \quad x \in X\}.\]

On \(X \setminus X_0\) we define an equivalence relation by setting \(x_1 \sim x_2\) if and only if there exists \(y \in Y\) such that \((x_1,y) \in R\) and \((x_2,y) \in R\). Using (6.48) one can easily check that this is indeed an equivalence relation. Let \(\{X_\alpha\}\) be the family of equivalence classes defined by this relation. Define

\[Y_\alpha = \{y \in Y : (x,y) \in R \quad \text{for all} \quad x \in X_\alpha\}.\]

Let us show that different sets \(Y_\alpha\) do not intersect. Assume that \(y \in Y_\alpha \cap Y_\beta\). Then \((x,y) \in R\) for all \(x \in X_\alpha \cap X_\beta\). Choose \(x_\alpha \in X_\alpha\) and \(x_\beta \in X_\beta\). Then \((x_\alpha,y) \in R\) and \((x_\beta,y) \in R\), i.e., \(x_\alpha \sim x_\beta\) and therefore \(X_\alpha = X_\beta\). Let us show that \(R \supset \bigcup_\alpha X_\alpha \times Y_\alpha\).

Let \((u,v) \in X_\alpha \times Y_\alpha\). By construction of \(Y_\alpha\), \((x,v) \in R\) for all \(x \in X_\alpha\) and, in particular, for \(x = u\), i.e., \((u,v) \in R\). It remains to show that \(R \supset \bigcup_\alpha X_\alpha \times Y_\alpha\).
Let \((a, v) \in R\). Then \(u \in X \setminus X_0\), and therefore \(u \in X_\alpha\) for some \(\alpha\). Let \(x\) be an arbitrary element in \(X_\alpha\). Then \(u \sim x\), and so there exists \(y \in Y\) such that \((x, y) \in R\) and \((u, y) \in R\). Now we have \(\{(u, y) \in R, (x, y) \in R, (u, v) \in R\} \Rightarrow (x, v) \in R\) in view of (6.48). So, not only \((u, v) \in R\) but also \((x, v) \in R\) for all \(x \in X_\alpha\). Hence, \(v \in Y_\alpha\) and \((u, v) \in X_\alpha \times Y_\alpha\).

**Lemma 6.25.** Let \(R \subset X \times Y\) and satisfy (6.48). Let \(p_0 \in (X \times Y) \setminus R\). Then there exists a function \(\Phi(x, y) = g(x) + h(y)\) such that \(\Phi = 0\) on \(R\) and \(\Phi(p_0) = 1\).

**Proof.** Let \(X_0, \{X_\alpha\}, Y_0, \{Y_\alpha\}\) be as in Lemma 6.24. Then

\[
X = X_0 \cup \bigcup_\alpha X_\alpha, \quad Y = Y_0 \cup \bigcup_\alpha Y_\alpha, \quad R = \bigcup_\alpha X_\alpha \times Y_\alpha.
\]

Let \(p_0 = (x_0, y_0)\). If \(x_0 \in X_0\), then set \(g(x_0) = 1\) and \(g(x) = 0\) elsewhere, and let \(h(y) \equiv 0\). Then \(g + h\) is the needed function. If \(x_0 \notin X_0\), then \(x_\alpha \in X_\alpha\) for some \(\alpha\). Set \(g(x) = 1, x \in X_\alpha, g(x) = 0\) elsewhere; \(h(y) = -1, y \in Y_\alpha, h(y)\) elsewhere on \(Y\). The function \(g + h\) satisfies the required properties.

**The set on which all best approximations coincide.**

**Theorem 6.26 [91].** Let \(Q = X \times Y\), where \(X\) and \(Y\) are finite sets and \(f\) is a given function on \(Q\). The set of points \(Z(f)\) where all best approximations to \(f\) by the functions \(\varphi(x) + \psi(y)\) coincide is the smallest set satisfying (6.48) and containing the set \(N(f)\) of vertices of all extremal lightning bolts.

**Proof.** Without loss of generality we can assume that \(N(f) = N_\ell\). According to Lemma 6.23, \(Z(f) \supset N(f)\). If at three vertices of a rectangle with sides parallel to the coordinate axes one of the best approximations \(\Phi = \varphi(x) + \psi(y)\) to \(f\) vanishes, then it also vanishes at the fourth vertex. Indeed, if \(\ell\) is the lightning bolt defined by those vertices, then \(r_\ell \in D^\perp\) and \(r_\ell(\Phi) = 0\). So, (6.48) holds for \(D(f)\). Now, let \(R\) be a set such that \(R \supset N(f)\) and \(R\) satisfies (6.48). Let \(p_0 \notin R\). Then, according to Lemma 6.25, there exists a function \(\Phi = g(x) + h(y)\) such that \(\Phi = 0\) on \(R\) and \(\Phi(p_0) = 1\). It is not difficult to see that since \(\Phi = 0\) on \(N(f)\), the function \(\varepsilon \Phi\) has the property \(\|f - \varepsilon \Phi\| = \|f\|\) for sufficiently small \(\varepsilon > 0\) and hence provides the best approximation to \(f\). Therefore, \(p_0 \notin Z(f)\) since \(\varepsilon \Phi(p_0) \neq 0\). Thus, \(R \supset Z(f)\), and the theorem is proved.

**Theorem 6.27.** If \(X\) and \(Y\) are finite sets and \(Q = X \times Y\), then for any function \(f\) on \(Q\)

\[
S(f) = N(f).
\]

We shall omit the proof.

**Dimension of the set of best approximations.**

**Lemma 6.28.** Let a set \(R \subseteq X \times Y\) satisfy the property (6.48). If the sets \(X_0, Y_0\) defined in Lemma 6.24 are finite and there exist only a finite number of equivalence classes \(X_\alpha\), then

\[
d \overset{\text{def}}{=} \dim \{\Phi \in D : \Phi|_R = 0\} = m + n + k - 1,
\]

where \(m\) is the number of elements in \(X_0\), \(n\) is the number of elements in \(Y_0\), \(k\) is the number of classes \(X_\alpha\) (dim, of course, means dimension).


PROOF. Choose an arbitrary set of \( k \) numbers \( \beta_1, \ldots, \beta_k \) and define \( g(x) = -h(y) = \beta_\alpha \) if \( (x, y) \in X_\alpha \times Y_\alpha, \alpha = 1, \ldots, k \). Let \( g \) and \( h \) be arbitrarily defined on \( X_0 \) and \( Y_0 \). Set \( \Phi = g(x) + h(y) \). Clearly, \( \Phi \in D \). If \( (x, y) \in X_\alpha \times Y_\alpha \), then \( \Phi(x, y) = \beta_\alpha - \beta_\alpha = 0 \) and so \( \Phi|_R = 0 \). It is clear from the construction that \( d \geq m + n + k - 1 \) (the one is subtracted because adding a constant to \( g \) and subtracting it from \( h \) does not change \( c_I \)). On the other hand, let \( c_I = g(x) + h(y) \) and \( c_I|_R = 0 \). Then, \( g(x) + h(y) = 0 \) when \( (x, y) \in X_\alpha \times Y_\alpha \). Therefore, \( g(x) \) on \( X_\alpha \) is equal to a constant \( \beta_\alpha \), and \( h(y) = -\beta_\alpha \) on \( Y_\alpha \). Thus, \( d = m + n + k - 1 \), and the equality (6.49) is proved.

**Theorem 6.29** [91]. Let \( f \) be a function on \( Q = X \times Y \), where \( X \) and \( Y \) are finite sets. Let \( X = X_0 \cup X_1 \cup \cdots \cup X_k \) and \( Y = Y_0 \cup Y_1 \cup \cdots \cup Y_k \) be the decompositions of \( X \) and \( Y \) defined in Lemma 6.24 in connection with \( R = Z(f) \). Then

\[
(6.50) \quad \dim \{c_I \in D : \|f + c_I\| = E(f)\} = m + n + k - 1,
\]

where \( m \) is the number of elements in \( X_0 \) while \( n \) is the number of elements in \( Y_0 \).

**Proof.** Suppose \( f \) is such that \( N_1 = N(f) \). Each function \( \Phi \) that gives the best approximation to \( f \) must vanish on \( Z(f) \). On the other hand, if \( \Phi \in D \) is a function such that \( \Phi|_{Z(f)} = 0 \), then for \( \epsilon > 0 \) sufficiently small \( \epsilon \Phi \) is a function of the best approximation to \( f \). It remains to refer to Lemma 6.28 while setting \( R = Z(f) \).

**Uniqueness of the best approximation.**

**Theorem 6.30.** Let \( X \) and \( Y \) be finite sets and \( f \) be a function defined on \( Q = X \times Y \). The function \( f \) has a unique best approximation in the class \( D \) provided that \( Z = Q \) or, in other words, if the smallest of the sets that contain \( N(f) \) and satisfy (6.48) is all of \( Q \).

**Proof.** Uniqueness of the best approximation means that the dimension of a set defined by (6.48) equals zero. This implies that \( m = n = 0 \) and \( k = 1 \), i.e., \( Z(f) = X \times Y \). Indeed, \( k \geq 1, m \geq 0, n \geq 0 \) always.

**Lightning bolts and an upper estimate of best approximation.** Until now closed lightning bolts have provided a lower estimate of the best approximation. However, they can also be used to obtain estimates of the best approximation from above.

**Lemma 6.31** [61]. Let \( Q = X \times Y \), \( f(x, y) = f_0(x, y) + \psi(y) \), where \( f_0 \) is a vertically levelled function \( (f, f_0, \psi \) are in \( B(Q) \)). Then for any \( x_1, x_2 \) in \( X \)

\[
(6.51) \quad \sup_{y \in Y} [f(x_1, y) - f(x_2, y)] \geq 0.
\]

**Proof.** Assume the opposite, i.e., that there exist \( x_1 \) and \( x_2 \) such that \( f(x_1, y) < f(x_2, y) \) for all \( y \). But then \( f_0(x_1, y) < f_0(x_2, y) \) for all \( y \), also. Therefore, \( M_y f_0(x_1, y) < M_y f_0(x_2, y) \), contrary to \( f_0 \) being a vertically levelled function, implying \( M_y [f_0(x, y)] = 0 \) for all \( x \).
Theorem 6.32 [61]. Let \( X, Y \) be compact spaces, \( f \in C(X \times Y) \). Then

\[
E(f) \leq \frac{m}{m-1} \sup_{\ell_{2m}} |r_{\ell_{2m}}(f)|,
\]

where the supremum is taken over all closed lightning bolts \( \ell_{2m} \) that have no more than \( 2m \) points.

Proof. According to Theorem 6.14, we can assume \( f \) to be a levelled function. Then \( E(f) = \| f \| \). Let \( \ell = [p_0, p_1, \ldots] \), \( f(p_i) = (-1)^i \| f \| \), be the lightning bolt mentioned in Theorem 3.1. If \( \ell \) has \( 2m \) vertices, then (6.52) is obvious, since \( r_\ell = \| f \| \). If the number is larger than \( 2m \) we can take the vertices \( p_0, p_1, \ldots, p_{2m-3} \) and add to that lightning bolt vertices \( q_{2m-2} \) and \( q_{2m-1} \) so that \( \ell_{2m} = [p_0, \ldots, p_{2m-3}, q_{2m-2}, q_{2m-1}] \) is closed and also \( f(q_{2m-2}) - f(q_{2m-1}) \geq 0 \). The latter is possible in view of Lemma 6.31 (using the fact that \( f \) is levelled vertically and horizontally). We have

\[
r_{\ell_{2m}}(\Phi) = \frac{1}{2m} \left[ \sum_{i=0}^{2m-3} (-1)^i \| f \| + f(q_{2m-2}) - f(q_{2m-1}) \right] \\
\geq \frac{2m - 2}{2m} \| f \| = \frac{m - 1}{m} E(f).
\]

§7. The levelling algorithm

In this section we study a natural algorithm for constructing the best approximation to a function \( f \) by the function \( \varphi(x) + \psi(y) \).

The levelling algorithm of Diliberto and Straus ([138]). Assume for now that \( Q = X \times Y \), \( X \) and \( Y \) are compact spaces and \( f(x, y) \in C(Q) \). Set

\[
f_0(x, y) = f(x, y),
\]

\[
g_n(x) = \frac{1}{2} \left[ \max_y f_{n-1}(x, y) + \min_y f_{n-1}(x, y) \right] = M_y (f_{n-1})(x),
\]

\[
f_n(x, y) = f_{n-1}(x, y) - g_n(x) \quad \text{if } n \text{ is odd},
\]

\[
h_n(y) = \frac{1}{2} \left[ \max_x f_{n-1}(x, y) + \min_x f_{n-1}(x, y) \right] = M_x (f_{n-1})(y),
\]

\[
f_n(x, y) = f_{n-1}(x, y) - h_n(y) \quad \text{if } n \text{ is even}.
\]

Thus, in accordance with Corollary 1.5, at the first step of the algorithm we construct the best approximation \( g_1(x) \) to the function \( f(x, y) \) by functions \( \varphi(x) \). At the second step we construct the best approximation \( h_2(y) \) of the difference \( f_1(x, y) = f(x, y) - g_1(x) \) by functions \( \psi(y) \); at the third, the best approximation \( g_3(x) \) of the function \( f_2(x, y) = f_1(x, y) - h_2(y) \) by functions \( \varphi(x) \), etc. Now, \( f_1(x, y) \) is a vertically levelled function, \( f_2(x, y) \) is horizontally levelled, and in general, \( f_n(x, y) \) is vertically levelled if \( n \) is odd and horizontally levelled if \( n \) is even. Clearly,

\[
f_n(x, y) = f(x, y) - G_n(x) - H_n(y),
\]
where
\[ G_n(x) = g_1(x) + g_3(x) + \cdots + g_n(x), \]
\[ H_n(y) = h_2(y) + h_4(y) + \cdots + h_{n-1}(y), \quad \text{if } n \text{ is odd}; \]
\[ G_n(x) = g_1(x) + \cdots + g_{n-1}(x), \]
\[ H_n(y) = h_2(y) + \cdots + h_n(y), \quad \text{if } n \text{ is even}. \]

We show that when we alternate between the best approximations by functions depending either on \( x \) or \( y \), this process leads to the solution of the problem of best approximation by the sums \( \varphi(x) + \psi(y) \). Set
\[ (7.4) \quad M_n = \max_{x,y} |f_n(x, y)| = \|f_n\|. \]

Clearly,
\[ (7.5) \quad M_0 \geq M_1 \geq \cdots \geq M_n \geq \cdots \geq E(f), \]
where, as above, \( E(f) \) is the distance from \( f \) to the functions \( \varphi(x) + \psi(y) \in D \). Hence, there exists the limit
\[ (7.6) \quad M = \lim_{n \to \infty} M_n \geq E(f). \]

**THEOREM 7.1.** We have
\[ (7.7) \quad \lim_{n \to \infty} M_n = E(f). \]

**PROOF.** Following [38], let us prove both (7.7) and the formula
\[ (7.8) \quad \sup_{\ell \subset Q} |r_\ell(f)| = E(f), \]
where the supremum is taken over all closed lightning bolts \( \ell \). Formula (7.8) is, of course, familiar to us—it is the duality theorem proved earlier (even in a more general form) in Theorem 4.8, formula (4.14). Thus, the duality formula will get a new proof here.

On one hand, since \( r_\ell \in D^\perp \), we have
\[ (7.9) \quad \sup_{\ell \subset Q} |r_\ell(f)| = \sup_{\ell \subset Q} |r_\ell(f - \varphi - \psi)| \leq \inf_{\varphi + \psi \in D} \|f - \varphi - \psi\| = E(f) \leq M. \]

On the other hand, we shall show that for each \( \varepsilon > 0 \) we can choose a closed lightning bolt \( \ell \) such that
\[ (7.10) \quad \|r_\ell(f)\| \geq M - \varepsilon. \]

Formulas (7.7) and (7.8) immediately follow from (7.9) and (7.10). Thus, let \( \varepsilon > 0 \) be arbitrary. Choose a natural number \( M \) and a number \( \varepsilon_1 > 0 \) so that
\[ (7.11) \quad \frac{\|f\|}{2m + 2} < \frac{\varepsilon}{4}, \quad \frac{2m + 1}{2m + 2} M > M - \frac{\varepsilon}{2}, \quad 2^{2m}\varepsilon_1 = \frac{\varepsilon}{4}. \]

There exists a number \( N \) such that for \( n \geq N \)
\[ (7.12) \quad M \leq M_n \leq M + \varepsilon_1. \]

To fix the ideas, assume that \( N \) is odd and analyze the levelling process at the stages \( N, N + 1, \ldots, N + 2m \), going from the larger indices to the smaller ones.
Since $N + 2m$ is odd together with $N$, $f_{N+2m}$ is a vertically levelled function. Therefore, there exist points $(x_1, y_1)$ and $(x_1, y_2)$ such that

$$f_{N+2m}(x_1, y_1) = M_{N+2m}, \quad f_{N+2m}(x_1, y_2) = -M_{N+2m}.$$

This means that

$$f_{N+2m-1}(x_1, y_1) - g_{N+2m}(x_1) = M_{N+2m};$$

$$f_{N+2m-1}(x_1, y_2) - g_{N+2m}(x_1) = -M_{N+2m}.$$}

Therefore,

$$g_{N+2m}(x_1) = f_{N+2m-1}(x_1, y_1) - M_{N+2m} \leq M_{N+2m-1} - M_{N+2m} < \varepsilon_1;$$

$$g_{N+2m}(x_1) = f_{N+2m-1}(x_1, y_2) + M_{N+2m} \geq -(M_{N+2m-1} - M_{N+2m}) > -\varepsilon_1.$$}

From (7.14) we have

$$f_{N+2m-1}(x_1, y_1) > M - \varepsilon_1;$$

$$f_{N+2m-1}(x_1, y_2) < -M + \varepsilon_1.$$}

Since $f_{N+2m-1}(x, y)$ is a horizontally levelled function, there exist points $(x_2, y_2)$ and $(x_2', y_1)$ such that

$$f_{N+2m-1}(x_2, y_2) > M - \varepsilon_1;$$

$$f_{N+2m-1}(x_2', y_1) < -M + \varepsilon_1.$$}

We have

$$f_{N+2m-1}(x, y) = f_{N+2m-2}(x, y) - h_{N+2m-1}(y).$$}

Substitute this into (7.15) and (7.16), and then replace the values of $f_{N+2m-2}$ at $(x_1, y_1)$ and $(x_2, y_2)$ by $M + \varepsilon_1$, and at $(x_1, y_2)$ and $(x_2', y_1)$ by $-M - \varepsilon_1$ (this will only strengthen the inequalities (7.15) and (7.16)). From the new inequality we obtain the following estimate:

$$-2\varepsilon_1 < h_{N+2m-1}(y_1) < 2\varepsilon_1;$$

$$-2\varepsilon_1 < h_{N+2m-1}(y_2) < 2\varepsilon_1.$$}

Now come back to the inequalities (7.15) and (7.16), where again we set $f_{N+2m-1} = f_{N+2m-2} - h_{N+2m-1}$. We obtain:

$$f_{N+2m-2}(x_1, y_1) > M - 3\varepsilon_1;$$

$$f_{N+2m-2}(x_1, y_2) < -M + 3\varepsilon_1;$$

$$f_{N+2m-2}(x_2, y_2) > M - 3\varepsilon_1.$$}

(A similar inequality for $(x_2', y_1)$ will not be needed.) Since $f_{N+2m-2}$ is a vertically levelled function, there exists a point $(x_2, y_3)$ such that

$$f_{N+2m-2}(x_2, y_3) < -M + 3\varepsilon_1.$$}

Again, take into account that $f_{N+2m-2}(x, y) = f_{N+2m-3}(x, y) - g_{N+2m-3}(x)$, etc. As a result of this "backward" motion from $f_{N+2m}$ to $f_{N}$ we obtain the points (2m + 1 of them)

$$(x_1, y_1), (x_1, y_2), (x_2, y_3), \ldots, (x_m, y_{m+1}), (x_{m+1}, y_{m+1}).$$}

Note that in each step of such "backward" motion at which functions $h_k(y)$ appear in addition to the point listed in (7.20), there also appears one more point (similar
to the point \((x_2', y_1)\) above) that is only needed for the estimate of the function \(h_k(y)\) but is not included in (7.20). At those points inequalities similar to (7.16), (7.18) will hold:

\[
\begin{align*}
  f_N (x_S, y_S) &> M - \left(2^{2(m-1)} - 1\right) \varepsilon_1 > M - 2^m \varepsilon_1 > M - \frac{\varepsilon}{4}; \\
  f_N (x_{S-1}, y_S) &< -M + \left(2^{2(m-1)} - 1\right) \varepsilon_1 < -M + 2^m \varepsilon_1 < -M + \frac{\varepsilon}{4}.
\end{align*}
\]  

(7.21)

Add the point \((x_{m+1}, y_1)\) to the lightning bolt (7.20). We obtain a closed lightning bolt \(\ell\). At the point \((x_{m+1}, y_1)\) we have a trivial estimate:

\[
|f_N (x_{m+1}, y_1)| \leq \|f_N\| \leq \|f\|.
\]

(7.22)

On the closed lightning bolt \(\ell\) construct the functional \(r_\ell\) (the number of vertices is equal to \(2m + 2\)). Using the inequalities (7.21) and (7.22), and the choice of \(m\), we obtain

\[
|r_\ell(f)| = |r_\ell(f_N)| > \frac{2m + 1}{2m + 2} (M - \frac{\varepsilon}{4}) - \frac{\|f\|}{2m + 2} \geq M - \varepsilon.
\]

This inequality completes the proof.

**Levelled functions and the algorithm.**

**COROLLARY 7.2.** If \(f(x, y)\) is a levelled function, then \(E(f) = \|f\|\).

**PROOF.** For this case the Diliberto-Straus algorithm gives \(f_0 = f_1 = \cdots = f\), and in view of Theorem 7.1 \(E(f) = \|f\|\).

Corollary 7.2 repeats Corollary 6.4, obtained by a different argument.

Before passing to estimates associated with the levelling algorithm let us give an instructive example. If \(f\) is a levelled function, the levelling algorithm is not running and there is no need for it. However, if \(f\) is not levelled, the algorithm still may not diminish its norm after the first several steps.

**EXAMPLE 7.3** [61]. For any natural number \(k\) there exists a function \(f\) such that the functions \(\{f_n\}\) in the levelling algorithm satisfy

\[
\|f\| = \|f_1\| = \cdots = \|f_{k-1}\| > \|f_k\|.
\]

Let \(Q = [a, b] \times [c, d] \subset \mathbb{R}^2\). Take the lightning bolt \([p_1, p_2, \ldots, p_{2k}]\) and define a function \(f\) on the rectangle \(Q\) as follows: \(f(p_i) = (-1)^i, i = 1, \ldots, 2k\), and \(|f(p)| < 1\) at all remaining points. The function \(f_1\) is vertically levelled, so \(|f_1(p_1)| < 1\) and \(|f_1(p_{2k})| < 1\), yet \(|f_1(p_i)| = 1, i = 2, \ldots, 2k - 1\). The function \(f_2\) is horizontally levelled, so \(|f_2(p_i)| < 1, i = 1, 2, \ldots, 2k - 1, 2k\), and \(|f_2(p_i)| = 1, i = 3, \ldots, 2k - 2\), etc. Clearly, \(|f_k(p)| < 1\) at all points of \(Q\).

**Estimates in the levelling algorithm ([38]).**

**LEMMA 7.4.** The following equalities hold:

\[
\begin{align*}
\max_y |f_n(x, y)| &= \max_y |f_{n-1}(x, y)| - |g_n(x)|, \quad n = 2k + 1, \\
\max_x |f_n(x, y)| &= \max_x |f_{n-1}(x, y)| - |h_n(y)|, \quad n = 2k.
\end{align*}
\]

(7.23)

The proof is contained in (6.15) if we recall the definitions of \(f_n\) in terms of \(f_{n-1}\) (see (7.1)).
LEMMA 7.5. Let

\[(7.24) \quad \Phi(x, y) = \Psi(x, y) - \alpha(x) - \beta(y).\]

If \(\Phi\) and \(\Psi\) are vertically (horizontally) levelled functions, then

\[(7.25) \quad \|\alpha\| \leq \|\beta\| \quad (\|\beta\| \leq \|\alpha\|).\]

PROOF. Consider the case of vertically levelled \(\Phi\) and \(\Psi\). Since \(\Phi\) is vertically levelled, we have

\[(7.26) \quad \alpha(x) = \frac{1}{2} \left[ \max_y (\Psi(x, y) - \beta(y)) + \min_y (\Psi(x, y) - \beta(y)) \right] \leq \frac{1}{2} \left[ \max_y \Psi(x, y) + \|\beta\| + \min_y \Psi(x, y) + \|\beta\| \right] = \frac{1}{2} \cdot 2\|\beta\| = \|\beta\|.\]

We have used here that \(\max_y \Psi(x, y) = -\min_y \Psi(x, y)\) due to our assumption that \(\Psi\) is vertically levelled. Similarly, we have

\[(7.27) \quad \alpha(x) \leq \frac{1}{2} \left[ \max_y \Psi(x, y) - \|\beta\| + \min_y \Psi(x, y) - \|\beta\| \right] = -\|\beta\|.\]

From (7.26) and (7.27) it follows that \(|\alpha(x)| \leq \|\beta\|\), hence \(\|\alpha\| \leq \|\beta\|\).

Monotone decrease of norms of \(g_n\) and \(h_n\).

LEMMA 7.6. For \(k \geq 1\), the functions \(g_n(x)\) and \(h_n(y)\) in the levelling algorithm satisfy the inequalities

\[(7.28) \quad \|h_{2k}\| \geq \|g_{2k+1}\| \geq \|h_{2k+2}\| .\]

PROOF. Consider the functions \(\{f_n\}\) in (4.1). Then,

\[(7.29) \quad f_{2k+1}(x, y) = f_{2k-1}(x, y) - g_{2k+1}(x) - h_{2k}(y)\]

and \(f_{2, +1}, f_{2k-1}\) are vertically levelled. In view of Lemma 7.4 we obtain from (7.29) the first inequality in (7.28). Considering the equality

\[(7.30) \quad f_{2k+2}(x, y) = f_{2k}(x, y) - g_{2k+1}(x) - h_{2k+2}(y)\]

in which \(f_{2k+2}\) and \(f_{2k}\) are horizontally levelled, we obtain the second inequality in (7.28). Thus, we have the monotone decrease of the norms

\[(7.30) \quad \|h_2\| \geq \|g_3\| \geq \|h_4\| \geq \|g_5\| \geq \cdots .\]

Using Lemma 7.4 we can derive by a similar argument the inequalities

\[\|g_3 + g_5 + \cdots + g_{2k+1}\| \leq \|h_2 + h_4 + \cdots + h_{2k}\| ,\]

\[\|h_4 + \cdots + h_{2k}\| \leq \|g_3 + \cdots + g_{2k-1}\| ,\]

and even more general inequalities for all natural \(k\) and \(s \leq k - 1\):

\[\|g_{2k+1-2s} + g_{2k+1-2s+2} + \cdots + g_{2k+1}\| \leq \|h_{2k-2s} + \cdots + h_{2k}\| ;\]

\[\|h_{2k-2s+2} + \cdots + h_{2k}\| \leq \|g_{2k+1-2s} + \cdots + g_{2k-1}\| .\]
**Lemma 7.7.** Let $n \geq 1$, and let $x_{2n}$ be a point in $X$. If a point $y_{2n-1} \in Y$ is such that

$$\max_y |f_{2n} (x_{2n}, y)| = |f_{2n} (x_{2n}, y_{2n-1})|,$$

then

$$|h_{2n} (y_{2n-1})| \geq 2 |g_{2n+1} (x_{2n})| - \|h_{2n}\|$$

and

$$\max_x |f_{2n-1} (x, y_{2n-1})| \geq \max_y |f_{2n} (x, y)| + |h_{2n} (y_{2n-1})|.$$

Let $n \geq 2$ and let $y_{2n-1}$ be a point in $Y$. If a point $x_{2n-2} \in X$ is such that

$$\max_x |f_{2n-1} (x, y_{2n-1})| = |f_{2n-1} (x_{2n-2}, y_{2n-1})|,$$

then

$$|g_{2n-1} (x_{2n-2})| \geq 2 |h_{2n} (y_{2n-2})| - \|g_{2n-2}\|$$

and

$$\max_y |f_{2n-2} (x_{2n-2}, y)| \geq \max_x |f_{2n-1} (x, y_{2n-1})| + |g_{2n-1} (x_{2n-2})|.$$

**Proof.** Introduce the notation

$$R_{2n} = \max_y |f_{2n} (x_{2n}, y)|, \quad R_{2n-1} = \max_x |f_{2n-1} (x, y_{2n-1})|,$$ (7.37)

$$R_{2n-2} = \max_y |f_{2n-2} (x_{2n-2}, y)|, \quad q_{2n} = |g_{2n+1} (x_{2n})|,$$

$$q_{2n-1} = |h_{2n} (y_{2n-1})|, \quad q_{2n-2} = |g_{2n-1} (x_{2n-2})|.$$

Since both statements of the lemma are proved in a similar fashion, we shall concentrate on the first one. First of all, we show that

$$R_{2n} \geq \max_y |f_{2n-1} (x_{2n}, y)| + 2q_{2n} - \|h_{2n}\|.$$ (7.38)

According to (7.1) we have

$$q_{2n} = |g_{2n+1} (x_{2n})| = \frac{1}{2} \max_y f_{2n} (x_{2n}, y) + \min_y f_{2n} (x_{2n}, y).$$ (7.39)

Assume that $g_{2n+1} (x_{2n}) > 0$. Then we can drop the absolute value sign in (7.39). We have, furthermore,

$$\min_y f_{2n} (x_{2n}, y) = \min_y [f_{2n-1} (x_{2n}, y) - h_{2n}(y)]$$

$$\leq \min_y f_{2n-1} (x_{2n}, y) + \|h_{2n}\| = - \max_y f_{2n-1} (x_{2n-1}, y) + \|h_{2n}\|.$$ (7.40)

The last equality in (7.40) appeared since $f_{2n-1}$ is vertically levelled. From (7.39) and (7.40) we obtain

$$q_{2n} \leq \frac{1}{2} \left[ \max_y f_{2n} (x_{2n}, y) - \max_y f_{2n-1} (x_{2n}, y) \right] + \|h_{2n}\|. $$ (7.41)
Since again \( \max_y |f_{2n-1}(x_{2n}, y)| = \max_y f_{2n-1}(x_{2n}, y) \) because \( f_{2n-1} \) is vertically levelled, formula (7.41) implies (7.38). Similar considerations yield (7.38) for the case when \( g_{2n+1}(x_{2n}) < 0 \). In view of the choice of \( y_{2n-1} \), we obtain from (7.38)
\[
R_{2n} - 2q_{2n} + \|h_{2n}\| \geq \max_y |f_{2n-1}(x_{2n}, y)|
\]
\[
\geq |f_{2n-1}(x_{2n}, y_{2n-1})| = |f_{2n}(x_{2n}, y_{2n-1}) + h_{2n}(y_{2n-1})|
\]
\[
\geq |f_{2n}(x_{2n}, y_{2n-1})| - |h_{2n}(y_{2n-1})| = R_{2n} - q_{2n-1}.
\]
This inequality coincides with (7.38). Furthermore, according to (7.23) we have
\[
\max_x |f_{2n-1}(x, y_{2n-1})| - |h_{2n}(y_{2n-1})| = \max_x |f(x, y_{2n-1})|
\]
\[
\geq |f_{2n}(x_{2n}, y_{2n-1})| = |f_{2n}(x_{2n}, y_{2n-1})| = R_{2n},
\]
i.e., we obtain (7.33).

We change the notation to a more symmetric one, denoting \( h_{2n}(y) \) by \( g_{2n}(y) \), \( n = 1, 2, \ldots \) (so \( g_{2n+1} \) is a function of \( x \), whereas \( g_{2n} \) is a function of \( y \)).

**The main estimate of Diliberto and Straus.**

**Theorem 7.8.** For all indices \( N > 1 \) and \( m \geq 0 \) the following inequality holds:
\[
(7.42) \quad \|f\| \geq m \|g_N\| - 2(2^m - 1)(\|g_N\| - \|g_{N+m}\|).
\]

**Proof.** We give a proof for the case when \( N \) and \( m \) are even. Set \( m = 2k \) and \( N = 2n - 2k \). The inequality (7.42) becomes
\[
(7.43) \quad \|f\| \geq 2k \|g_{2n-2k}\| - 2(2^{2k} - 1)(\|g_{2n-2k}\| - \|g_{2n}\|).
\]
We use notation similar to (7.37), keeping in mind that now \( g_{2k} = h_{2k} \). Choose a point \( y_{2n-1} \) so that \( g_{2n-1} = \|g_{2n}\| \). According to Lemma 7.7 there exists a point \( x_{2n-2} \) for which (7.35) and (7.36) hold. According to Lemma 7.7, for \( x_{2n-2} \) there exists \( y_{2n-3} \) such that inequalities (7.32) and (7.33) hold with obvious adjustments of indices. Proceeding in a similar fashion, we obtain points \( y_{2n-1}, x_{2n-2}, y_{2n-3}, x_{2n-4}, \ldots, y_{2n-2k-1} \) and numbers \( q_{2n-1}, q_{2n-2}, \ldots, q_{2n-2k-1}, R_{2n-1}, \ldots, R_{2n-2m-1} \). The inequalities similar to (7.32), (7.33), (7.35), and (7.36) hold for these numbers with obvious adjustments of indices. Let us prove that
\[
(7.44) \quad q_{2n-i} \geq \|g_{2n-2k}\| - 2^{i-1}(\|g_{2n-2k}\| - \|g_{2n}\|).
\]
We use induction. For \( i = 1 \) we have
\[
q_{2n-1} = \|g_{2n}\| = \|g_{2n-2k}\| - 2^0(\|g_{2n-2k}\| - \|g_{2n}\|).
\]
Then (7.44) holds for \( i = 1 \). Let (7.44) hold for some \( i < 2k + 1 \). Then, by (7.32) or (7.35) (depending on \( i \) being even or odd), we obtain
\[
(7.45) \quad q_{2n-i-1} \geq 2q_{2n-i} - \|g_{2n-i}\| \geq 2\|g_{2n-2k}\| - 2^i(\|g_{2n-2k}\| - \|g_{2n}\|) - \|g_{2n-i}\|
\]
\[
\geq \|g_{2n-2k}\| - 2^i(\|g_{2n-2k}\| - \|g_{2n}\|).
\]
We took into account that \( \|g_{2n-2k}\| \geq \|g_{2n-i}\| \), according to Lemma 7.6. The inequality (7.45) is obtained from (7.44) by replacing \( i \) with \( i + 1 \), and therefore (7.44) holds for \( i = 1, \ldots, k + 1 \).
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By (7.33) and (7.35) (again making obvious adjustments of indices) we also have:

\[(7.46) \quad R_{2n-i-1} \geq R_{2n-i} + q_{2n-i-1}, \quad i = 1, \ldots, 2k.\]

Using (7.46) and (7.44) we find

\[(7.47) \quad R_{2n-2k-1} \geq R_{2n-2k} + q_{2n-2k-1} \geq R_{2n-2k+1} + q_{2n-2k} + q_{2n-2k-1}, \quad i = 1, \ldots, 2k.\]

Inequality (7.43) follows from (7.47) in view of the obvious inequality \( \| f \| \geq \| f_{2n-2k-1} \| \geq R_{2n-2k-1}. \)

**Tending to zero of \( \| g_N \| \).**

**COROLLARY 7.9.** \( \lim_{N \to \infty} \| g_N \| = 0. \)

**PROOF.** Take an arbitrary \( \varepsilon > 0 \) and choose a natural number \( m \) so that \( \frac{\| f \| + 1}{m} < \varepsilon. \) Since \( \| g_N \| \) is monotone decreasing, there exists \( \lim \| g_N \| \), so there exists a number \( N \) such that \( 2^m \left( \| g_N \| - \| g_{N+m} \| \right) \leq 1. \) Then, from the inequality (7.42) it follows that

\[(7.48) \quad \| g_N \| \leq \frac{\| f \| + 1}{m} < \varepsilon.\]

**Convergence of the levelling algorithm. Lemmas.**

**LEMMA 7.10.** Let \( f(x, y) \in C(Q) \), while \( G_n(x) \) and \( H_n(y) \) are defined by the formulas (7.3). Then

\[(7.49) \quad G_n(x) = M_y [f - H_{n-1}] (x), \quad (n \text{ is odd}),\]
\[(7.50) \quad H_n(y) = M_x [f - G_{n-1}] (y), \quad (n \text{ is even});\]

\( G_2 = G_1, \ G_4 = G_3, \ldots; \quad H_1 = 0, \ H_3 = H_2, \ H_5 = H_4, \ldots. \)

In particular, \( G_n \) gives the best approximation to \( f(x, y) - H_{n-1}(y) \) among all functions \( \varphi(x) \) \( (n = 2m + 1) \), while \( H_n(y) \) \( (n = 2m) \) gives the best approximation to \( f(x, y) - G_{n-1}(x) \) among all functions \( \psi(y) \).

**PROOF.** Let \( n \) be an odd number. Then the function \( f_n(x, y) = f(x, y) - H_{n-1}(y) - G_n(x) \) is vertically levelled. Yet, in order to level the function \( f(x, y) - H_{n-1}(y) \) vertically, the function \( G_n(x) \) must be defined as in the formula (7.49). However, in this case, \( G_n(x) \) also gives the best approximation to \( f - H_{n-1} \) among all functions \( \varphi(x) \). The case when \( n \) is even is treated similarly. The identities (7.50) are obvious in view of (7.3).
LEMMA 7.11. Let \( G_n(x) \) and \( H_n(y) \) be defined by formulas (7.3). Let \( \epsilon > 0 \), \( x_1 \in X \), and \( x_2 \in X \) be fixed. If

(7.51) \[ |f(x_1,y) - f(x_2,y)| < \epsilon \quad \text{for all } y \in Y, \]

then

(7.52) \[ |G_n(x_n) - G_n(x_2)| < \epsilon. \]

Similarly, if \( y_1 \in Y \) and \( y_2 \in Y \) are fixed and

(7.51') \[ |f(x,y_1) - f(x,y_2)| < \epsilon \quad \text{for all } x \in X, \]

then

(7.52') \[ |H_n(y_1) - H_n(y_2)| < \epsilon. \]

PROOF. We prove the statement regarding \( G_n(x) \) (in that case, \( n \) is an odd number). In view of (7.51) we have

(7.53) \[ |f(x_1,y) - H_{n-1}(y) - (f(x_2,y) - H_{n-1}(y))| < \epsilon. \]

Consider two functions of \( y \): \( v_1 = f(x_1,y) - H_{n-1}(y) \) and \( v_2 = f(x_2,y) - H_{n-1}(y). \)

The inequality (7.53) gives

\[ \|v_1 - v_2\| < \epsilon. \]

Now apply the estimate (6.14) from Lemma 6.13 and formula (7.49):

(7.54) \[ |G_n(x_1) - G_n(x_2)| = |Mv_1 - Mv_2| \leq \|v_1 - v_2\| < \epsilon. \]

LEMMA 7.12 [38]. There exists a subsequence of functions

\( f_{n_k}(x,y) = f(x,y) - G_{n_k}(x) - H_{n_k}(y) \)

converging uniformly on \( Q \) to the levelled function

(7.55) \[ f^*(x,y) = f(x,y) - \varphi^*(x) - \psi^*(y), \quad \varphi^* \in C(X), \quad \psi^* \in C(Y). \]

PROOF. In view of Lemma 7.1 the sequences of functions \( \{G_n(x)\} \) and \( \{H_n(y)\} \) are equicontinuous. Therefore, the sequence of functions of two variables

\[ \{G_n(x) + H_n(y)\} \]

is equicontinuous (in two variables) on \( Q = X \times Y \). Since

\[ \|G_n + H_n\| \leq \|f\| + \|f_n\| \leq 2\|f\|, \]

the sequence \( \{G_n(x) + H_n(y)\} \) is uniformly bounded. According to Arzelà's theorem (for functions of two variables) there exists a subsequence

\[ \{G_{n_k}(x) + H_{n_k}(y)\} \]

uniformly converging on \( Q \) to a function \( F(x,y) \). In view of Corollary 2.7 \( D(Q) \) is closed in \( C(Q) \), and therefore \( f(x,y) \in D \), i.e., \( F(x,y) = \varphi^*(x) + \psi^*(y) \).

It remains to show that \( f^*(x,y) = f(x,y) - \varphi^*(x) - \psi^*(y) \) is a levelled function. This is obvious when among the sequence of indices \( \{n_k\} \) there are infinite sequences of both even and odd indices: indeed, \( f^* = \lim f_{n_k} \), where \( f_{n_k} \) is vertically levelled
when $n_k$ is odd and horizontally levelled when $n_k$ is even. If $\{n_k\}$ consists, say, exclusively of even indices, we have

$$\lim f_{n_k+1} = \lim f_{n_k}$$

because $f_{n_k+1} = f_{n_k} - g_{n_k+1}$ and $\|g_n\| \to 0$ in view of Corollary 4.8. However, the $f_{n_k}$ are horizontally levelled and the $f_{n_k+1}$ are vertically levelled, and we once again arrive at the desired result.

One more monotonicity property for norms of the best approximations.

**Lemma 7.13 [10].** Let $f_0(x,y) = f(x,y) - \varphi_0(x) - \psi_0(y)$ be a levelled function (e.g., $f_0 = f^*$ in Lemma 7.12). The following inequalities hold for sequences $\{G_n(x)\}$ and $\{H_n(y)\}$ defined by (7.3):

(7.56) \[ \|G_1 - \varphi_0\| \geq \|H_2 - \psi_0\| \geq \|G_3 - \varphi_0\| \geq \|H_4 - \psi_0\| \geq \cdots . \]

(According to (7.50), $G_1 = G_2$, $G_3 = G_4$, ..., $H_2 = H_3$, ...)

**Proof.** Let $n \geq 2$ be an even number. Then $f_n(x,y) = f(x,y) - G_n(x) - H_n(y) = f(x,y) - G_{n-1}(x) - H_n(y)$ is a horizontally levelled function. Furthermore,

(7.57) \[ f_n(x,y) = f_0(x,y) + \varphi_0(x) + \psi_0(y) - G_{n-1}(x) - H_n(y), \]

where $f_0(x,y)$ is also a horizontally levelled function. According to Lemma 7.5, we obtain the inequality

$$\|G_{n-1} - \varphi_0\| \geq \|H_n - \psi_0\|.$$ 

Similarly, in case $n$ is odd we show that

$$\|G_n - \varphi_0\| \leq \|H_{n-1} - \psi_0\|.$$ 

**Corollary 7.14.** Each one of the sequences $\{G_n(x)\}$ and $\{H_n(y)\}$ is uniformly bounded.

Now we can essentially strengthen Lemma 7.12.

**The final theorem (Aumann) on the convergence of the algorithm.**

**Theorem 7.15 [10].** Let $Q = X \times Y$. The sequences $\{G_n(x)\}$ and $\{H_n(y)\}$ defined in the levelling algorithm by (7.3) converge in $C(Q)$ to the functions $\varphi^*(x)$ and $\psi^*(y)$, respectively. Moreover, the function $\varphi^*(x) + \psi^*(y)$ gives the best approximation to $f(x,y)$ among all functions $\varphi(x) + \psi(y)$. The function $f^*(x,y) = f(x,y) - \varphi^*(x) - \psi^*(y)$ is levelled. The functions $\varphi^*(x)$ and $\psi^*(y)$ also satisfy the following uniform continuity properties: given $\varepsilon > 0$ and assuming that (7.51) holds, we have

(7.58) \[ |\varphi^*(x_1) - \varphi^*(x_2)| < \varepsilon; \]

whereas assuming that (7.51') holds, we have

(7.58') \[ |\psi^*(y_1) - \psi^*(y_2)| < \varepsilon. \]
PROOF. By Corollary 7.14 and Lemma 7.11 we can, according to Arzelà’s theorem, extract uniformly converging subsequences \( \{G_{n_k}(x)\} \) and \( \{H_{n_k}(y)\} \) from the sequences \( \{G_n(x)\} \) and \( \{H_n(y)\} \). Let \( \varphi^*(x) \) and \( \psi^*(y) \) be the limits of those subsequences. According to Lemma 7.12, the function \( f^*(x, y) = f(x, y) - \varphi^*(x) - \psi^*(y) \) is levelled. In view of the inequalities (7.56) in Lemma 7.13, where we replace \( c_{oo} \) by \( \varphi^* \) and \( \psi^* \) by \( \psi^* \), we obtain

\[
\varphi^*(x) = \lim_{n \to \infty} G_n(x), \quad \psi^*(y) = \lim_{n \to \infty} H_n(y),
\]

i.e., instead of limits of subsequences, we have limits of the sequences themselves. According to Corollary 7.2 we obtain

\[
E(f) = E(f^*) = \|f^*\|.
\]

Therefore, \( \varphi^*(x) + \psi^*(y) \) provides the best approximation to \( f(x, y) \) in the subspace \( D(Q) \). Inequalities (7.58) and (7.58') follow from Lemma 7.11 and (7.59).

Properties (7.58) and (7.58') of our best approximant \( \varphi^*(x) + \psi^*(y) \) can also be expressed as follows: the modulus of continuity of \( \varphi^*(x) \) is not worse than the partial modulus of continuity of \( f(x, y) \) with respect to the variable \( x \), and the modulus of continuity of \( \psi^*(y) \) is not worse than the partial modulus of continuity of \( f(x, y) \) with respect to \( y \).

Discontinuous functions. Now let \( Q \subseteq X \times Y \), where \( X \) and \( Y \) are arbitrary sets. For a function \( f \in B(Q) \), consider the problem of best approximation:

\[
\mathcal{E}(f) = \inf_{\varphi \in B(X)} \inf_{\psi \in B(Y)} \| f - \varphi - \psi \|_{B(Q)}.
\]

As an attempt to solve this problem, we may try to set up the same levelling algorithm described by the formulas (7.1). Max and min in these formulas now have to be replaced by sup and inf.

**Theorem 7.16.** Let \( Q \) contain a bar. Then the statement of Theorem 7.1 and formula (7.8) with \( E(f) \) replaced by \( \mathcal{E}(f) \) hold for \( f \in B(Q) \). Any function \( F(x, y) \) that is a limit point of a sequence \( \{G_n(x) + H_n(y)\} \) in the weak (*) topology of the space \( B(Q) \) belongs to \( BD(Q) \) and gives the best approximation in the problem (7.60).

**Proof.** For definiteness, assume that \( Q \) contains a horizontal bar passing through the point \((x_0, y_0)\). As in the proof of Theorem 7.1, construct a sequence of points \((x_1, y_1), (x_1, y_2), (x_2, y_2), \ldots, (x_{m+1}, y_{m+1})\). Form a closed lightning bolt \( \ell \) out of the points \((x_1, y_0), (x_1, y_2), \ldots, (x_{m+1}, y_{m+1}), (x_{m+1}, y_0)\). The rest is as in Theorem 7.1. Now let \( F(x, y) \) be a limit point of the sequence \( \{G_n(x) + H_n(y)\} \) in the weak (*) topology of \( B(Q) \). (Since \( f_n = f - G_n - H_n \), we have \( \|G_n + H_n\| \leq 2\|f\| \); hence the sequence \( \{G_n + H_n\} \) has a limit point.) For any closed lightning bolt \( L \) we then have \( r_L(F) = 0 \), because \( r_L(G_n + H_n) = 0 \). If \( \psi(x, y) = F(x, y) - F(x, y_0) \), then \( r_L(\psi) = r_L(F) - r_L(F(x, y_0)) = 0 \). Taking two points and constructing a closed lightning bolt \( L: (x_1, y_0), (x_1, y_1), (x_2, y_2), (x_2, y_0) \), we find that \( \psi(x_1, y_1) = \psi(x_2, y_2) \), and so \( \psi \) only depends on \( y \). Thus, \( F(x, y) = \varphi(x) + \psi(y) \) (\( \varphi(x) = F(x, y_0) \)). Since \( f - F \) is a weak (*) limit point for \( f - G_n - H_n \), then \( \|f - F\| \leq \lim\|f - G_n - H_n\| = \mathcal{E}(f) \) and hence \( F \) provides the best approximation to \( f \) in \( BD(Q) \).
Estimate of the rate of decrease of \( \|g_n\| \). Again, we keep the notation \( g_{2n+1}(x), g_{2n}(y) \) for the functions in (7.1).

**Theorem 7.17.** For any \( \epsilon > 0 \) there exists \( n_0 \) such that for \( n > n_0 \)

\[
(7.61) \quad \|g_n\| < \frac{(1 + \epsilon)\|f\|}{\log_2 n}.
\]

**Proof.** Assume that (7.61) is false. Then there exist \( \epsilon > 0 \) and an infinite set of indices \( J \) such that

\[
(7.62) \quad \|g_n\| \geq \frac{(1 + \epsilon)\|f\|}{\log_2 n}, \quad n \in J.
\]

We take \( \epsilon_1, 0 < \epsilon_1 < \epsilon \), and show that there exist sequences \( k_j \to \infty \) and \( m_j \) such that

\[
(7.63) \quad \|g_{k_j}\| \geq [(1 - \epsilon)\|f\| - O(1)]/\log_2 k_j
\]

and

\[
(7.64) \quad \|g_{k_j}\| - \|g_{k_j + m_j}\| = O(k_j^{1/(1 + \epsilon_1)}),
\]

where

\[
|m_j - \log_2 k_j| \leq 2.
\]

If such sequences are constructed, then taking \( N = k_j, m = m_j \) in the inequality (7.42) we obtain

\[
(7.65) \quad \|f\| > \frac{\log_2 k_j}{1 + \epsilon_1} - 2[(1 + \epsilon)\|f\| - O(1)]/\log_2 k_j
\]

\[
- 2(2^{k_j^{1/(1 + \epsilon_1)}} - 1)O(k_j^{1/(1 + \epsilon_1)}).
\]

Clearly, when \( k_j \to \infty \) the right-hand side in (7.65) tends to

\[
\frac{(1 + \epsilon)\|f\|}{1 + \epsilon_1} > \|f\|.
\]

This contradiction proves the theorem.

Thus, everything is reduced to constructing \( \{k_j\} \) and \( \{m_j\} \). Choose an arbitrary index \( N \), and choose \( n > N \) so that \( n \in J \). Insert between \( N \) and \( n \) a finite number of indices \( q_1, \ldots, q_M \) as follows. Set \( q_1 = n \). If \( q_1 > q_2 \geq \cdots \geq q_i \) are constructed, choose \( q_{i+1}' \) such that

\[
(7.66) \quad q_{i+1} + \frac{\log_2 q_{i+1}'}{1 + \epsilon_1} = q_i.
\]

After that, set \( q_{i+1} = [q_{i+1}'] + 1 \) ([ ] denotes the integral part). Terminate the process at a point \( q_M \) such that \( q_M + 1 < N \leq q_M \). Changing the notation, renumber all the natural numbers \( q_j \) according to their growth: \( N \leq p_1 < \cdots < p_M = n \). In view of (7.66) it is clear that

\[
(7.67) \quad 0 \leq p_i + \frac{\log_2 p_i}{1 + \epsilon_1} - p_{i+1} \leq 2.
\]

From (7.67) we obtain

\[
(7.68) \quad p_{i+1} - p_i < \log_2 p_i \leq \log_2 n.
\]
2. APPROXIMATION BY SUMS $\phi(x) + \psi(y)$

Hence
\[(7.69)\quad M > (n - N) \log_2 n \quad \text{and} \quad p_i < N + i \log_2 n.\]

Choose $\varepsilon_2$, $0 < \varepsilon_2 < \varepsilon_1$. Let
\[(7.70)\quad p_{i+1} \in J, \quad \|g_{p_i}\| - \|g_{p_{i+1}}\| \geq p_i^{-1/(1+\varepsilon_2)}.\]

Then from (7.62) and (7.70) we obtain for $N > N_0(\varepsilon_2)$
\[(7.71)\quad \|g_{p_i}\| \geq \frac{(1 + \varepsilon)\|f\|}{\log_2 p_{i+1}} + p_i^{-1/(1+\varepsilon_2)} > \frac{(1 + \varepsilon)\|f\|}{\log_2 p_i}.\]

Indeed, for $N > N_0(\varepsilon_2)$ using (7.68) we obtain
\[
(1 + \varepsilon)\|f\| \left(\frac{1}{\log_2 p_i} - \frac{1}{\log_2 p_{i+1}}\right) < (1 + \varepsilon)\|f\| \log_2 \frac{p_{i+1}}{p_i} / \log_2 \frac{p_{i+1}}{p_i} = (1 + \varepsilon)\|f\| \log_2 e \cdot \log_2 \frac{p_{i+1}}{p_i} < p_i^{-1/(1+\varepsilon_2)}.
\]

So, if $p_{i+1} \in J$ and (7.70) holds, then $p_i \in J$. Since $p_M = n \in J$, we have the following alternative: either
(a) all numbers $p_1, \ldots, p_M$ belong to $J$, or
(b) there exists $p_{i+1}$ such that
\[(7.72)\quad \|g_{p_i}\| - \|g_{p_{i+1}}\| \leq p_i^{-1/(1+\varepsilon_2)}, \quad p_{i+1} \in J.
\]

Let us show that for sufficiently large $n$ (a) is impossible. Otherwise, adding all the inequalities (7.70) we would have obtained using (7.69) ($\beta = -1/(1 + \varepsilon_2)$):
\[(7.73)\quad \|g_{p_1}\| \geq \sum_{i=1}^{M-1} p_i^\beta > \sum_{i=1}^{M-1} (N + i \log_2 n)^\beta > \int_1^M (N + x \log_2 n)^\beta dx = (\beta + 1)^{-1} (\log_2 n)^{-1} \left\{[N + M \log_2 n]^{\beta+1} - [N + \log_2 n]^{\beta+1}\right\} \geq (\beta + 1)^{-1} (\log_2 n)^{-1} \left\{1 - \left[\frac{N + \log_2 n}{N + M \log_2 n}\right]^{\beta+1}\right\} [n + (n - N)]^{\beta+1}.
\]

As $n \to \infty$, the expression in braces in (7.73) tends to 1, whereas the entire right-hand side of (7.73) tends to $\infty$. Thus, for sufficiently large $n$ the inequality (7.73) yields a contradiction. Therefore, for all sufficiently large $n > N$ the possibility (b) holds. Take a sequence of indices $\{N_j\} \uparrow +\infty$. In view of our construction, there exists a sequence $\{p_j^i\} \uparrow +\infty$ such that
\[(7.74)\quad p_i^j \geq N_j, \quad p_{i+1}^j \in J, \quad \|g_{p_i^j}\| - \|g_{p_{i+1}^j}\| < (p_i^j)^{-1/(1+\varepsilon_2}).\]

Set $k_j = p_i^j$, $m_j = p_{i+1}^j - p_i^j$. In view of (7.74) and the fact that $p_{i+1}^j / p_i^j \to 1$ (due to (7.68)), we obtain the inequalities (7.63). From (7.74) we also get the first relation in (7.64). The second inequality in (7.64) follows from (7.67). The theorem is proved.
Bibliographical notes. The levelling algorithm for \( f \in C(X \times Y) \) and \( f \in B(X \times Y) \) was studied in the paper [38] by Diliberto and Straus. Strictly speaking, they considered \( X = [a, b] \subset \mathbb{R}^1 \) and \( Y = [c, d] \subset \mathbb{R}^1 \), but this is not important. As noted in [38], the question of studying the problem of the best approximation of a function of two variables by functions \( \varphi(x) + \psi(y) \) was (in a slightly different form) posed by Rand Corporation. In that paper, the authors proved Theorem 7.1 and the formula (7.9). Convergence of a sequence of functions obtained along the steps of the algorithm to functions that solve the best approximation problem and simultaneously levelling the initial function was established somewhat later by Aumann [10]. Diliberto and Straus only showed convergence of subsequences. Aumann [9–11] had arrived at the study of this approximation problem independently of [38]. Also, in [38] the authors showed that the best approximation \( \varphi^*(x) + \psi^*(y) \) obtained by the levelling process for a continuous function \( f(x, y) \) has continuity properties that are not worse than those of the function itself.

We have already pointed out in §3.6 that the existence of the best approximation \( \varphi^*(x) + \psi^*(y) \) and continuity properties of \( \varphi^*(x) + \psi^*(y) \) for \( f \in C(X \times Y) \) had also been established by Kolmogorov (cf. the exposition in [113]). Although [113] contains no systematic study of the levelling algorithm, this very natural idea can be clearly seen in the proofs in [113].

In [38] there are given the estimates (7.42) and

\[
(7.75) \quad \|g_n\| \leq (2 + \varepsilon)\|f\|/\log_2 n, \quad \text{for } \varepsilon > 0, \ n > n_0(\varepsilon).
\]

Both estimates are given without proof. (The authors point out that the proofs were omitted in accordance with the referee’s suggestion, in view of the possibility that those estimates were not sharp and yet required tedious calculations.) The proofs of (7.42) and (7.61) given here are due to Eiderman [43]; the estimate (7.61) is somewhat better than (7.75). In [38] it was conjectured that

\[
(7.76) \quad \|g_n\| \leq C2^{-n},
\]

but this is false (at least for bounded functions). In [91] an example is given for which the estimate (7.76) does not hold. In the preprint [44] Eiderman proved the following estimate for bounded functions on an arbitrary set \( Q \subset \mathbb{R}^2 \):

\[
(7.77) \quad \|g_{2n+1}\| \leq \|f\| \left( \frac{2n}{n} \right) 2^{-2n} \sim \|f\|/(n\pi)^{-\frac{1}{2}}
\]

(the same asymptotic estimate holds for \( \|g_{2n+2}\| \)) and constructed a bounded function for which equality holds in (7.77) for all \( n = 1, 2, \ldots \). We chose not to present these cumbersome results here.

In addition to the papers quoted in this section, let us mention the papers [64], [56], [3], [132], and [23]. The monograph [94, Chapter 5] studies the levelling algorithm but without estimates of the error terms (formulas (7.42), (7.61), and (7.77)). Chapters 3,4,6,7 of [94] contain results (both positive and negative) on generalizations of the levelling algorithm in other metrics, together with an extensive bibliography.

In [38], Diliberto and Straus described (without detailed proofs; “by similarity”) a “natural” extension of the levelling algorithm to several variables. A similar extension is suggested in Golomb’s paper [64] in a more abstract situation. However, Aumann [13] showed that in three variables the levelling algorithm need not lead to the best approximation. Unfortunately, this important negative result is
not contained in [94]. Unaware of Aumann's work, Medvedev [104] also showed that when the number of variables $n > 2$, the Diliberto–Straus algorithm does not always lead to the desired goal. (I learned about Aumann's work from Professor Pinkus at the Haifa conference in 1994, and use this opportunity to express my sincere gratitude to him; cf. §3 in Chapter 3 below.)
CHAPTER 3

Problems of Approximation by Linear Superpositions

§1. Properties of the subspace of linear superpositions and its annihilator

Types of linear superpositions. Let \( X, X_1, \ldots, X_N \) be compact sets, and \( \Phi_i : X \to X_i \) continuous mappings (cf. (1.1), §1, Chapter 2). Also, assume there are given functions \( h^i(x) \in C(X) \). We consider in \( C(X) \) a subspace \( D(X) = D \) of functions

\[
(1.1) \quad h^1(x) [g_1 \circ \Phi_1(x)] + \cdots + h^N(x) [g_N \circ \Phi_N(x)],
\]

where \( g_i \in C(X_i), i = 1, \ldots, N, \) are arbitrary functions. The functions (1.1) will be called linear superpositions. In \( C(X) \), consider the problem of approximation by functions in the subspace \( D \). If \( X, X_1, \ldots, X_N \) are arbitrary sets and \( \Phi_i : X \to X_i, i = 1, \ldots, N, \) are mappings, then instead of continuous functions we may consider bounded ones, and then in (1.1) \( h^i(x) \in B(X), g_i(x) \in B(X_i) \) and we denote the subspace of functions (1.1) by \( BD \). In the subspace \( B(X) \) consider the problem of approximation by functions in \( BD \). For the moment we shall discuss the situation with continuous functions, indicating the needed alterations for the case of bounded functions at the end of the section.

Consider the product of compact sets \( X_i \):

\[
(1.2) \quad Y = X_1 \times \cdots \times X_N.
\]

If the mapping

\[
(1.3) \quad \Psi : X \to Y, \quad \Psi(x) = (\Phi_1(x), \ldots, \Phi_N(x))
\]
is injective (or, equivalently, the system \( (\Phi_1(x), \ldots, \Phi_N(x)) \) separates points in \( X \), the subspace \( D \) consists of functions

\[
(1.4) \quad h^1(x) [g_1 \circ \pi_1(x)] + \cdots + h^N(x) [g_N \circ \pi_N(x)] = \sum_{i=1}^{N} h^i(x) g_i(x_i),
\]

where \( x = (x_1, \ldots, x_N) \) is a point in \( Y \), \( \pi_i(x) = x_i \) is the natural projection of \( Y \) onto \( X_i, g_i \in C(X_i) \) are arbitrary, \( h^i(x) \in C(Y) \). We shall sometimes call the sets \( X_i \) a basis.

The approximation problem then reduces to the following: in the space \( C(Q) \), where \( Q \subset Y (Q = \Psi(X)) \), study approximation by functions of the subspace \( D \)
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(i.e., by functions (1.4)). Let \( j = 1, \ldots, m \) be some indices, each corresponding to a set \((j)\) of indices \(i\):

\[
(j) = (i_1, i_2, \ldots, i_{k_j}), \quad 1 \leq i_1 < \cdots < i_{k_j} \leq N.
\]

Form partial (with respect to (1.2)) products

\[
Y_j = Y_{(j)} = X_{i_1} \times \cdots \times X_{i_{k_j}}.
\]

Denote by \( y_j = (x_{i_1}, \ldots, x_{i_{k_j}}) \) points in \( Y_j \). If \( h^k(x) \in C(Y) \) are given functions, then the subspace \( D \) of functions

\[
\sum_{j=1}^{m} h^j(x) g_j(x_{i_1}, \ldots, x_{i_{k_j}}), \quad g_j \in C(Y_j),
\]

is of a more general nature than (1.4). The space (1.4) is obtained from (1.7) by letting \( m = N, (j) = j, Y_j = X_j \). The functions (1.7) (in particular, those in (1.4)) are also called linear superpositions. The functions \( h^j(x) \) will sometimes be called basis functions, and the \( g_j \) will be called the coefficients in linear superpositions (1.1), (1.4), or (1.7). The representation (1.7) for a given function \( w \in D \) is, in general, not unique.

**Proper bases.** A system of basis functions \( \{h^j(x)\}, j = 1, \ldots, m \), in (1.7) is called *proper* in \( C(Q) \) if there exists a number \( c > 0 \) such that for any function \( w(x) \) of the form (1.7) the coefficients \( g_j \) in the representation (1.7) of \( w \) on \( Q \) can be chosen so that the inequality

\[
\sum_{j=1}^{m} \|g_j\| \leq c\|w\|_Q
\]

holds.

**Proposition 1.1.** *A system of basis functions is proper in \( C(Q) \) if and only if the subspace \( D(Q) \) is closed in \( C(Q) \).*

**Proof.** Introduce another norm in \( D(Q) \) by setting

\[
|w|_Q = \inf \sum_{j=1}^{m} \|g_i\|,
\]

where the infimum is taken over all choices of \( \{g_j\} \) that provide the representation (1.7) for \( w \) on \( Q \). It is easy to check that \( |w|_Q \) is indeed a norm. In particular, to check that \( |w|_Q = 0 \iff w = 0 \), one has to use the estimate \( \|w\|_Q \leq C|w|_Q \), where \( C = \max \|h^j\| \). That \( D(Q) \) is complete with respect to the norm (1.9) can be proved along the same scheme as, e.g., the proof of completeness of quotient spaces. For completeness we sketch the arguments here.

Let \( \{w_n\} \subset D \) be a fundamental sequence with respect to the norm (1.9). We can always extract a subsequence \( w_{n_k} \) so that the series

\[
\sum_{k=1}^{\infty} |w_{n_{k+1}} - w_{n_k}|_Q < +\infty.
\]
Let functions $g_{n_1,j}$, $j = 1, \ldots, m$, be taken from the representation (1.7) for $w_{n_1}$, while functions $\varphi_{n_k,j}$, $j = 1, \ldots, m$, are taken from that for $w_{n_{k+1}} - w_{n_k}$. We can assume that

$$\sum_{k=1}^{\infty} |\varphi_{n_k,j}| < +\infty, \quad j = 1, \ldots, m.$$  

Then the series

$$g_{n_1,j} + \sum_{k=1}^{\infty} \varphi_{n_k,j} = g_j,$$

$j = 1, \ldots, m$, converge in $C(Y_j)$ to functions $f_j \in C(Y_j)$. If $w \in D(Q)$ is a function representable in the form (1.7) with the coefficients $g_j$, then $|w - w_{n_k}|_Q \to 0$ and hence $|w - w_n|_Q \to 0$. This proves that $D(Q)$ is a Banach space with respect to the norm (1.9).

Now let $D(Q)$ be closed in $C(Q)$. The identity operator mapping $(D, |\cdot |_Q)$ into $(D, \| \cdot \|_Q)$ is continuous and according to the Banach theorem so is its converse, i.e., the operator from $(D, \| \cdot \|_Q)$ into $(D, |\cdot |_Q)$, which is equivalent to (1.8), and so the system of basis functions is proper in $C(Q)$. Let us show the converse: a system of basis functions is proper. We need to show that $D(Q)$ is closed in $C(Q)$. Let $\{w_n\} \subset D$ and $w_n \to w$ in $C(Q)$. Since the system $\{h^j\}$ is proper, by (1.8) it follows that $\{w_n\}$ is a fundamental sequence with respect to the norm $|\cdot |_Q$. Hence it converges with respect to this norm to a limit $w_0 \in D; \text{ but then } \{w_n\} \to w_0$ in $C(Q)$ as well. Hence $w = w_0$, and the proposition is proved.

**Examples of proper and improper systems.** In $C(X_1 \times X_2)$ consider the subspace $D$ consisting of functions $g_1(x_1) + g_2(x_2)$. Set $h^1(x) = h^2(x) = 1$ in (1.1). From §2 in Chapter 2 it follows that the subspace $D$ is closed, and therefore the system $\{1, 1\}$ is proper. Now take $N = 1$, $x_1 = [0, 2]$, and $h^1(x) = 0$ for $1 \leq x \leq 2$, $h^1(x) > 0$ when $0 \leq x < 1$. The subspace $D = \{h^1(x)g_1(x)\}$ with the basis function $h^1(x)$ gives an example of a linearly independent but improper system: there exist functions $g_1(x)$ with an arbitrary large norm so that $\|h^1g_1\| \leq 1$. This example also shows that for linearly independent basis systems the properness requirement does not reduce to the well-known equivalence of all norms on a finite-dimensional space. Yet, if the variables in the basis functions $h^j$ and functions $g_j$ (see below) are separated, linear independence implies properness of the system (Lemma 1.10 below).

**Separated variables.** The most common case is when a basis function $h^j(x)$ only depends on those coordinates of a point $x$ that are not used in forming points $y_j$ in $Y_j$. Denote by $(j)$ the complementary set of indices to $(j)$. So, $(j)$ consists of all indices $i$, $1 \leq i \leq N$, that are not used in $(j)$. By $\tilde{Y}_j = Y_{(j)}$ denote the product of all $X_i$ for which $i \in (j)$; $\tilde{y}_j$ are points in $\tilde{Y}_j$. Then

$$(1.10) \quad Y_j \times \tilde{Y}_j = Y,$$

provided that from now on we agree on the following. In the expansion of the product (1.10) factors $X_i$ in $Y_j$ and $\tilde{Y}_j$ are written in the same order as they appear in $Y$ (i.e., in order of increase of indices $i$) independently of whether they belong to $X_j$ in $Y_j$, or in $\tilde{Y}_j$. Similarly, when writing $x = (y_j, \tilde{y}_j) = (\tilde{y}_j, y_j)$, the coordinates $x_i$ are written in the natural order without paying attention to whether a coordinate
is taken from \( y_j \), or \( \tilde{y}_j \). For example, if \( y_j = (x_2, x_5, x_6) \), \( \tilde{y}_j = (x_1, x_3, x_4, x_7) \), then \((y_j, \tilde{y}_j) = (x_1, x_2, x_3, x_4, x_5, x_6, x_7) \).

Let us denote by \( \pi(j) \) a natural projection of \( Y \) onto \( Y_j = Y_{(j)} \) and by \( \tilde{\pi}(j) = \pi(j) \) a natural projection on \( \tilde{Y}_j \). Thus, if \( x = (y_j, \tilde{y}_j) \), then \( \pi(j)(x) = y_j, \tilde{\pi}(j)(x) = \pi(j)(x) = \tilde{y}_j \). Let \( H^j = H^j(\tilde{Y}_j), j = 1, \ldots, m, \) be a finite-dimensional subspace in \( C(\tilde{Y}_j) \). Consider in \( C(Y) \) a subspace \( D \) defined by

\[
D = \sum_{j=1}^{m} H^j \otimes C(Y_j).
\]

Here, \( \otimes \) denotes the tensor product, while again, when forming from the functions \( f_1(\tilde{y}_j) \in H^1 \) and \( f_2(y_j) \in C(Y_j) \) a function \( F(x) = f_1 \otimes f_2 = f_2 \otimes f_1 \in C(Y) \), coordinates of a point \( x \) appear in their natural order irrespectively to whether a coordinate comes from \( y_j \), or \( \tilde{y}_j \). Therefore, in particular, for us \( f_1(\tilde{y}_j) \otimes f_2(y_j) = f_2(y_j) \otimes f_1(\tilde{y}_j) \) and \( H^1(\tilde{Y}_j) \otimes C(Y_j) = C(Y_j) \otimes H^1(\tilde{Y}_j) \). From now on whenever we form tensor products we shall follow these rules.

The formula (1.11) even covers a more general situation when \((j)\) and \((\tilde{j})\) in it do not necessarily compliment each other, but are simply disjoint sets of indices. To see that, it suffices to assume that functions in \( H^j \) in fact depend only on some of the variables forming \( Y_{(j)} \). Let \( h^j_\delta(\tilde{y}_j), \delta = 1, \ldots, n_j \), be a basis of the subspace \( H^j(Y_j) \), \( \delta = 1, \ldots, n_j \), serve as basis functions for the subspace \( H^j, j = 1, \ldots, m \). Then the subspace (1.11) consists of the functions

\[
\sum_{j=1}^{m} \sum_{\delta=1}^{n_j} h^j_\delta(\tilde{y}_j) g^\delta_j(y_j), \quad g^\delta_j(y_j) \in C(Y_j).
\]

The functions (1.12) are a special case of the functions (1.7).

The functions \( \{h^j_\delta\}, j = 1, \ldots, m, \delta = 1, \ldots, n_j \), serve as basis functions for the subspace (1.12). In each term of (1.12) the arguments \( y \) of a basis function \( h^j_\delta(\tilde{y}_j) \) and of a coefficient \( g^\delta_j(y_j) \) are separated. We call this case the case with separated variables.

**Totally separated variables.** In many situations it is convenient to admit the following structure for the basis subspaces \( H^j \). There are finite-dimensional subspaces \( H^i \subset C(X_i) \), \( i = 1, \ldots, N \), and if \((j) = (i_1, \ldots, i_{k_j}), \) i.e., \( \tilde{Y}_j = X_{i_1} \times \cdots \times X_{i_{k_j}} \), then

\[
H^j(\tilde{Y}_j) = H^{i_1} \otimes H^{i_2} \otimes \cdots \otimes H^{i_{k_j}}.
\]

The case when the \( H^j(\tilde{Y}_j) \) have this structure is called the case of totally separated variables.

The following situation is even more general. Let \( Z_1, \ldots, Z_s \) be some partial products out of the product (1.2) and moreover, any two of them, \( Z_k \) and \( Z_{k'}, \) consist of different factors. Let \( H^k \) be a finite-dimensional subspace in \( C(Z_k) \), \( k = 1, \ldots, s \). Further, assume that each \( \tilde{Y}_j \) is a product of some of the \( Z_k \), whereas \( H(\tilde{Y}_j) \) is the tensor product of the corresponding \( H^k \):

\[
\tilde{Y}_j = Z_{k_1} \times \cdots \times Z_{k_{n_j}}, \quad H^j(\tilde{Y}_j) = H^{k_1} \otimes \cdots \otimes H^{k_{n_j}}.
\]
Clearly, the seemingly greater generality of (1.14) compared to (1.13) is an illusion. If, from the very beginning, while forming products (1.2) one uses the blocks $Z_k$ instead of the factors $X_i$ then (1.14) coincides with (1.13). The case (1.14) will also be called the situation with totally separated variables.

The annihilator of the subspace of linear superpositions.

**Lemma 1.2.** Let $D$ consist of functions (1.1). In order that a regular Borel measure $\mu$ on $X$ belong to $D^\perp$, it is necessary and sufficient that

$$\nu_i = \Phi_i \circ [h^i(x)\mu] \equiv 0, \quad i = 1, \ldots, N. \quad (1.15)$$

In essence, this lemma repeats Lemma 4.1 in Chapter 2. A special case of Lemma 1.2 is the following lemma.

**Lemma 1.3.** Let $D$ consist of functions (1.7) and $\mu \in C(Q)^*$. In order that $\mu \in D(Q)^\perp$, it is necessary and sufficient that

$$\nu_j = \pi_j \circ [h^j(x)\mu] \equiv 0, \quad j = 1, \ldots, m. \quad (1.16)$$

Another characterization of $D^\perp$ when the variables are separated. In case of separated variables, a condition for a measure to belong to $D^\perp$ can be expressed in a different form. Denote by $\mu|_E$ the restriction of a measure $\mu$ to a set $E$.

**Lemma 1.4 ([93]).** Let the subspace $D$ have the structure (1.11). In order that $\mu \in [H^j(\tilde{Y}_j) \otimes C(Y_j)]^\perp$, it is necessary and sufficient that for any Borel set $A \subset Y_j$ the measure

$$\nu_j^A = \pi_j \circ [\mu|_{A \times \tilde{Y}_j}] \in H^j(\tilde{Y}_j)^\perp. \quad (1.17)$$

**Proof.** For a function $h(\tilde{g}_j) \in C(\tilde{Y}_j)$ we have

$$\int_{A \times \tilde{Y}_j} h d\mu = \int_{\tilde{Y}_j} h d\nu_j^A. \quad (1.18)$$

Now if $h \in H^j(\tilde{Y}_j)$ and $\mu \in [H^j(\tilde{Y}_j) \otimes C(Y_j)]^\perp$, then $\pi_j \circ [h\mu] \equiv 0$ and hence

$$\int_{A \times \tilde{Y}_j} h d\mu = \pi_j [h\mu](A) = 0. \quad (1.19)$$

Therefore,

$$\int_{\tilde{Y}_j} h d\nu_j^A = 0, \quad \text{i.e. } \nu_j^A \in (H^j)^\perp. \quad (1.20)$$

Conversely, if $\nu_j^A \in (H^j)^\perp$ for all $A \subset Y$, the integrals in (1.18) vanish, and hence $\pi_j [h\mu](A) = 0$ for all $A$ and $\mu \in [H^j \otimes C(Y_j)]^\perp$. 

Product-measures in $D^\perp$ when the variables are separated.

**Lemma 1.5.** Let a subspace $D$ be defined by (1.11) and (1.13). Let

$$X_{k_1}, X_{k_2}, \ldots, X_{k_s}$$

be a collection of basis sets $X_i$, $i = 1, \ldots, N$, so that each product $\tilde{Y}_j$, $j = 1, \ldots, m$, includes at least one set (1.20) as a factor. If measures $\lambda_{k_l} \in C(X_{k_l})^*$, $l = 1, \ldots, s$, satisfy $\lambda_{k_l} \in H_{k_l}^1(X_{k_l})^\perp$ and $\lambda$ is an arbitrary measure defined on a product of sets that are not included in (1.21), then

$$\mu = \lambda_{k_1} \otimes \lambda_{k_2} \otimes \cdots \otimes \lambda_{k_s} \otimes \lambda \in D^\perp.$$  

**Proof.** Consider the subspace

$$(1.23) \quad D_j = H^j \otimes C(Y_j),$$

where $\tilde{Y}_j$ and $H^j(\tilde{Y}_j)$ are defined by (1.13). Let $\{h_{i_1}^\alpha(x_{i_1}), \alpha = 1, \ldots, n_{i_1}\}$ be a basis in $H^1_i(X_{i_1})$, $\ldots$, $\{h_{i_{k_j}}^\beta(x_{i_{k_j}}), \beta = 1, \ldots, n_{i_{k_j}}\}$ be a basis in $H^1_i(X_{i_{k_j}})$. A basis in $H^j(\tilde{Y}_j)$ generates various products

$$h_{j}^\delta(\tilde{y}_j) = h_{i_1}^\alpha(x_{i_1}) \otimes \cdots \otimes h_{i_{k_j}}^\beta(x_{i_{k_j}})$$

and $D_j$ consists of all sums

$$(1.25) \quad \sum_\delta h_{j}^\delta(\tilde{y}_j)g_\delta(y_j), \quad g_\delta \in C(Y_j).$$

To fix the ideas, assume that the set $X_{i_1}$ is included into (1.21), e.g., $X_{i_1} = X_{k_1}$. Then $\lambda_{k_1}(h_{i_1}^\alpha) = \lambda_{i_1}(h_{i_1}^\alpha) = 0$ by the hypothesis. Moreover, we have

$$\lambda_{k_1} \otimes \cdots \otimes \lambda_{k_s} \otimes \lambda[h_{i_1}^\alpha \otimes \cdots \otimes h_{i_{k_j}}^\beta]$$

$$= \lambda_{k_1}(h_{i_1}^\alpha)[\lambda_{k_2} \otimes \cdots \otimes \lambda_{k_s} \otimes \lambda(h_{i_2}^\alpha \otimes \cdots \otimes h_{i_{k_j}}^\beta \times g_\delta)] = 0.$$

Obviously, Lemma 1.5 can be deduced from Lemma 1.4. For example, for any $A \subset X_{k_1}$ we have

$$\pi_{k_1} \circ [\mu|_{A \times \bar{X}_{k_1}}] = \lambda_{k_1}[\lambda_{k_2} \otimes \cdots \otimes \lambda_{k_s} \otimes \lambda](A).$$

Thus, we obtained a measure that differs from $\lambda_{k_1}$ only by a constant factor and hence is orthogonal to $H^1_i(X_{k_1})$.

"Domino"-measures. If each measure in the product (1.22) has a finite support, then we shall call such a product a "domino"-measure (the term was suggested in [93]). The simplicity of the structure of "domino"-measures makes them attractive, whereas the fact that they form a sufficiently rich set is ensured by the following proposition.
§1. THE SUBSPACE OF LINEAR SUPERPOSITIONS

PROPOSITION 1.6. Let a subspace $D$ be of the form

$$D = \sum_{i=1}^{N} H^i(X_i) \otimes C(\bar{X}_i),$$

where the $H^i(X_i)$ are finite-dimensional subspaces in $C(\text{the } X_i)$ ($X_i$, $i = 1, \ldots, N$, are basis sets). In order that $w \in D$ it is necessary and sufficient that $\mu(w) = 0$ for any “domino”-measure $\mu$:

$$\mu = \lambda_1 \otimes \cdots \otimes \lambda_N,$$

where $\lambda_i \in H^i(X_i)\perp$, $i = 1, \ldots, N$.

Necessity is contained in Lemma 1.5. Sufficiency will be proved later on.

Approximation of measures in $D\perp$ by measures with a finite support. As usual, to avoid extra notation we shall denote by the same letter a linear functional and the measure representing it. Together with the usual characteristic of a measure $\mu$

$$|\mu|_D = \sup_{f \in D, \|f\| \leq 1} |\mu(f)|,$$

its action on $D$ can be estimated by the quantity

$$|\mu|_D = \sup_{f \in D, \|f\| \leq 1} |\mu(f)|.$$

Since $\|f\| \leq C|f|$, we always have $|\mu| \leq \frac{1}{C} \|\mu\|$, and in case of a proper basis system the converse inequality also holds with an appropriate constant.

PROPOSITION 1.7. Let $D$ be a subspace in $C(Y)$ that consists of functions (1.7), $\mu \in D\perp$, $\|\mu\| = 1$, and $\mu^+$ ($\mu^-$) the positive (negative) variations of $\mu$. There exist nets of measures $\{\mu^+_\theta\}$ and $\{\mu^-_\theta\}$ with the following properties:

1. $\mu^+_\theta$, $\mu^-_\theta$ are positive measures with finite supports and, moreover, $\|\mu^+_\theta\| + \|\mu^-_\theta\| = 1$.
2. $\{\mu^+_\theta\}$ ($\{\mu^-_\theta\}$) converges in the weak ($\ast$) topology of $C(Y)^\ast$ to $\mu^+$ ($\mu^-$).
3. There exist nets of functions $\{h^+_j\} \subset C(Y)$ and $\{h^-_j\} \subset C(Y)$, $j = 1, \ldots, m$, each of which converges in $C(Y)$ to the function $h_j$ and

$$\pi_{(j)} \circ [h^+_j + \mu^+_\theta] = \pi_{(j)} \circ [h^-_j - \mu^-_\theta].$$

4. For each $\varepsilon > 0$ there exists $\theta_0(\varepsilon)$ such that for $\theta > \theta_0(\varepsilon)$

$$|\mu_\theta|_D < \varepsilon, \quad \mu_\theta = \mu^+_\theta - \mu^-_\theta.$$

5. If a basis $\{h_j, j = 1, \ldots, m\}$ is proper, then for each $\varepsilon > 0$ there exists $\theta_0(\varepsilon)$ such that

$$\|\mu_\theta\|_D < \varepsilon \quad \text{when} \quad \theta > \theta_0(\varepsilon), \quad \mu_\theta = \mu^+_\theta - \mu^-_\theta.$$

Thus, a set of finitely-supported measures $\{\mu_\theta\}$ that approximates $\mu$ consists, according to part 3 of the proposition, of measures “almost” orthogonal to $D$, while parts 4 and 5 guarantee that such “almost” orthogonality holds uniformly on $D$. 
For the case of separated variables, we shall construct approximating measures that are exactly, not “almost,” orthogonal to \( D \).

**Proof.** Consider all possible finite partitions of the basis sets \( X_1, \ldots, X_N \) into Borel subsets. Let \( \theta_s = (U_s^1, \ldots, U_s^N) \) be a partition of \( X_s \). For indices \( \theta \) we use the set \( \theta = (\theta_1, \ldots, \theta_N) \) of such partitions of all basis sets. On the set \( \theta \) we define the partial order relation similarly to how it was done in §4 of Chapter 2. With this, \( \{\theta\} \) becomes a directed set. For a given \( \theta \) consider all “parallelepipeds”

\[
\Delta_{\theta}^{\gamma_1 \cdots \gamma_N} = U_{1}^{\gamma_1} \times \cdots \times U_{N}^{\gamma_N}, \quad U_{s}^{\gamma_s} \in \theta_s, \quad s = 1, \ldots, N,
\]

that form a partition of the space \( Y \). Inside each set \( U_{s}^{\gamma_s} \) choose (arbitrarily) a point \( x_{s}^{\gamma_s} \) and consider the system of points in \( Y \)

\[
x_{\theta}^{\gamma_1 \cdots \gamma_N} = x_{1}^{\gamma_1} \times x_{2}^{\gamma_2} \times \cdots \times x_{N}^{\gamma_N} = (x_{1}^{\gamma_1}, x_{2}^{\gamma_2}, \ldots, x_{N}^{\gamma_N}).
\]

At every point \( x_{\theta}^{\gamma_1 \cdots \gamma_N} \) insert an atom \( \mu_{\theta}^{+} \) and an atom \( \mu_{\theta}^{-} \):

\[
\mu_{\theta}^{+}(x_{\theta}^{\gamma_1 \cdots \gamma_N}) = \mu^{+}(\Delta_{\theta}^{\gamma_1 \cdots \gamma_N}), \quad \mu_{\theta}^{-}(x_{\theta}^{\gamma_1 \cdots \gamma_N}) = \mu^{-}(\Delta_{\theta}^{\gamma_1 \cdots \gamma_N}),
\]

so that \( \|\mu_{\theta}^{+}\| + \|\mu_{\theta}^{-}\| = \|\mu^{+}\| + \|\mu^{-}\| = \|\mu\| = 1 \). Also, it is clear that \( \{\mu_{\theta}^{+}\} \) converges to \( \mu^{+} \) in the weak (*) topology while \( \{\mu_{\theta}^{-}\} \) converges weak (*) to \( \mu^{-} \).

Relations (1.16) for \( \mu \in D \) can be rewritten as follows:

\[
\pi_{(j)} \circ [h_{j}^{+} \mu^{+}] = \pi_{(j)} \circ [h_{j}^{-} \mu^{-}], \quad j = 1, \ldots, m.
\]

Let \( (j) = (i_{1}, \ldots, i_{m}) \). For a given \( \theta \) consider all parallelepipeds \( \Delta_{\theta}^{\gamma_1 \cdots \gamma_N} \) with the indices \( \gamma_{i_{1}}, \ldots, \gamma_{i_{m}} \) being fixed (taking certain admissible values) while the others are arbitrary. Equations (1.35) yield

\[
\sum \int_{\Delta_{\theta}^{\gamma_1 \cdots \gamma_N}} h_{j}^{+} d\mu^{+} = \sum \int_{\Delta_{\theta}^{\gamma_1 \cdots \gamma_N}} h_{j}^{+} d\mu^{-},
\]

where the sum is taken over all \( (\gamma_{1}, \ldots, \gamma_{N}) \) such that \( \gamma_{i_{1}} = \gamma_{i_{1}}, \ldots, \gamma_{i_{m}} = \gamma_{i_{m}} \). Equalities (1.36) hold for all choices of \( \gamma_{i_{1}}, \ldots, \gamma_{i_{m}} \). Define \( h_{\theta}^{+} \) (\( h_{\theta}^{-} \)) at a point \( x_{\theta}^{\gamma_1 \cdots \gamma_N} \) to be the mean value on \( \Delta_{\theta}^{\gamma_1 \cdots \gamma_N} \) of \( h_{j}^{+} \) with respect to the measure \( \mu^{+} \) (\( \mu^{-} \)). Then (1.36) becomes

\[
\sum \int_{\Delta_{\theta}^{\gamma_1 \cdots \gamma_N}} h_{\theta}^{+} d\mu^{+} = \sum \int_{\Delta_{\theta}^{\gamma_1 \cdots \gamma_N}} h_{\theta}^{-} d\mu^{-},
\]

and this is equivalent to (1.30). For each \( \epsilon > 0 \) there exists \( \theta_{0}(\epsilon) \) such that for \( \theta > \theta_{0}(\epsilon) \) the oscillation of the function \( h_{j} \) on any of the parallelepipeds \( \Delta_{\theta}^{\gamma_1 \cdots \gamma_N} \) is smaller than \( \epsilon \). Hence

\[
|h_{\theta}^{+}(x_{\theta}^{\gamma_1 \cdots \gamma_N}) - h_{j}(x_{\theta}^{\gamma_1 \cdots \gamma_N})| < \epsilon;
\]

\[
|h_{\theta}^{-}(x_{\theta}^{\gamma_1 \cdots \gamma_N}) - h_{j}(x_{\theta}^{\gamma_1 \cdots \gamma_N})| < \epsilon.
\]

So far, the functions \( h_{\theta}^{+} \) and \( h_{\theta}^{-} \) are only defined at the points \( x_{\theta}^{\gamma_1 \cdots \gamma_N} \). We can extend them continuously in such a way that at every point \( x \) the inequalities

\[
|h_{\theta}^{+}(x) - h_{j}(x)| < \epsilon, \quad |h_{\theta}^{-}(x) - h_{j}(x)| < \epsilon
\]
hold. Now it remains to prove parts 4 and 5. For a function $w \in D$ (of the form \( (4.7) \)) we have

$$|\mu_\theta(w)| = \left| \sum_{j=1}^{m} \sum_{\gamma_1 \ldots \gamma_N} h_j^\gamma (x_{\theta_j}^{\gamma_1 \ldots \gamma_N}) g_j \left( \pi_{(j)} x_{\theta_j}^{\gamma_1 \ldots \gamma_N} \right) \mu_\theta (x_{\theta_j}^{\gamma_1 \ldots \gamma_N}) \right|$$

$$= \left| \sum_{j=1}^{m} \sum_{\gamma_1 \ldots \gamma_N} h_j^\gamma (x_{\theta_j}^{\gamma_1 \ldots \gamma_N}) g_j \left( \pi_{(j)} x_{\theta_j}^{\gamma_1 \ldots \gamma_N} \right) \left[ \mu_\theta^+ (x_{\theta_j}^{\gamma_1 \ldots \gamma_N}) - \mu_\theta^- (x_{\theta_j}^{\gamma_1 \ldots \gamma_N}) \right] \right|.$$

Here, $\sum'$ is taken over all $(\gamma_1, \ldots, \gamma_N)$ with fixed $(\gamma_i^0, \ldots, \gamma_i^0)$, whereas $\sum''$ is taken over all $(\gamma_i^0, \ldots, \gamma_i^0)$. Continuing the calculation and using \((1.35)-(1.38)\), we obtain \((1.39)\)

$$= \left| \sum_{j=1}^{m} \sum_{\gamma_1 \ldots \gamma_N} g_j \left( \pi_{(j)} x_{\theta_j}^{\gamma_1 \ldots \gamma_N} \right) \sum_{\gamma_1 \ldots \gamma_N} h_j^\gamma (x_{\theta_j}^{\gamma_1 \ldots \gamma_N}) \left[ \mu_\theta^+ (x_{\theta_j}^{\gamma_1 \ldots \gamma_N}) - \mu_\theta^- (x_{\theta_j}^{\gamma_1 \ldots \gamma_N}) \right] \right|$$

$$= \left| \sum_{j=1}^{m} \sum_{\gamma_1 \ldots \gamma_N} g_j \left( \pi_{(j)} x_{\theta_j}^{\gamma_1 \ldots \gamma_N} \right) \sum_{\gamma_1 \ldots \gamma_N} h_j^\gamma (x_{\theta_j}^{\gamma_1 \ldots \gamma_N}) \left[ \mu_\theta^+ (x_{\theta_j}^{\gamma_1 \ldots \gamma_N}) - \mu_\theta^- (x_{\theta_j}^{\gamma_1 \ldots \gamma_N}) \right] \right|$$

$$- \left| \sum_{j=1}^{m} \sum_{\gamma_1 \ldots \gamma_N} g_j \left( \pi_{(j)} x_{\theta_j}^{\gamma_1 \ldots \gamma_N} \right) \sum_{\gamma_1 \ldots \gamma_N} h_j^\gamma (x_{\theta_j}^{\gamma_1 \ldots \gamma_N}) \left[ \mu_\theta^+ (x_{\theta_j}^{\gamma_1 \ldots \gamma_N}) - \mu_\theta^- (x_{\theta_j}^{\gamma_1 \ldots \gamma_N}) \right] \right|$$

$$\leq \sum_{j=1}^{m} \|g_j\| \cdot \varepsilon (\|\mu_\theta^+\| + \|\mu_\theta^-\|) \leq C|w|\varepsilon.$$  

The inequality \((1.39)\) means that $|\mu_\theta|_D < C\varepsilon$. If the basis system is proper, \((1.39)\) also implies the estimate $||\mu_\theta||_D < C_1\varepsilon$. The proof of Proposition 1.7 is now complete.

**Remark 1.8.** Clearly, one can assume that $||\mu_\theta|| = ||\mu_\theta^+ - \mu_\theta^-|| = 1$. Indeed, on one side $||\mu_\theta|| \leq ||\mu_\theta^+|| + ||\mu_\theta^-|| = 1$. On the other side, $||\mu|| \leq \lim||\mu_\theta||$ and therefore for an arbitrary $\varepsilon > 0$ there exists $\theta_0(\varepsilon)$ such that $\theta > \theta_0 \Rightarrow ||\mu_\theta|| > 1 - \varepsilon$. Hence, instead of $\{\mu_\theta\}$ we could use $\bar{\mu}_\theta = \mu_\theta/||\mu_\theta||$. (In general, the equality $\mu_\theta = \mu_\theta^+ - \mu_\theta^-$ is not the Jordan decomposition of the measure $\mu_\theta$.)

**A reminder on projections.** Let $B$ be a Banach space and $E \subset B$ a subspace of $B$. A continuous linear operator $P : B \to E$ is called a projection (of $B$ onto $E$) if

$$P(B) = E, \quad P^2 = P \circ P = P.$$
If we set \( R = I - P \), where \( I \) is, as usual, the identity operator, then \( R \) is also a projection, and if we set \( \mathcal{E} = R(B) \), then

\[
(1.41) \quad B = E + \mathcal{E}
\]

(\( + \) means that every \( x \in B \) can be represented in the form \( x = x' + x'' \), where \( x' \in E \), \( x'' \in \mathcal{E} \), and such a representation is unique). Moreover,

\[
(1.42) \quad E = \{ x : Rx = 0 \}, \quad \mathcal{E} = \{ x : Px = 0 \};
\]

hence \( E \) and \( \mathcal{E} \) are closed subspaces. Conversely, if \((1.41)\) holds with closed subspaces \( E \) and \( \mathcal{E} \), then \( P : B \rightarrow E \) (\( Px = P(x' + x'') = x' \)) and \( R : B \rightarrow \mathcal{E} \) (\( Rx = R(x' + x'') = x'' \)) are projections. Thus, for existence of a projection onto a subspace it is necessary and sufficient that the subspace be closed and have a closed complement (with respect to the sum \((1.41)\)).

The projections \( P \) and \( R = I - P \) are called complementary. The projection \( R \) is also called residual with respect to \( P \).

**Lemma 1.9.** Let \( P_i : B \rightarrow E_i \), \( i = 1, \ldots, n \), be projections, commuting with each other: \( P_i P_j = P_j P_i \), \( 1 \leq i \leq j \leq n \). Then the operator

\[
(1.43) \quad P = \sum_i P_i - \sum_{i<j} P_i P_j + \sum_{i<j<k} P_i P_j P_k + \cdots + (-1)^{n-1} P_1 \ldots P_n
\]

is a projection of \( B \) onto

\[
(1.44) \quad E_1 + E_2 + \cdots + E_n.
\]

If \( R_i \) denotes the complementary projections for \( P_i \), \( i = 1, \ldots, n \), then

\[
(1.45) \quad R = R_1 R_2 \ldots R_n
\]

is the complementary projection for \( P \).

Lemma 1.9 is commonly used for \( n = 2 \) (cf., e.g., \([40, p. 518]\)); the general case follows by induction. It allows us to characterize the subspace \( D \) in our problems by some finite difference-like conditions. Let us illustrate this by a simple example.

**Example.** In the space \( C(Y) \) consider a subspace \( D \) that consists of functions

\[
(1.46) \quad g_1(x_2, \ldots, x_N) + g_2(x_1, x_3, \ldots, x_N) + \cdots + g_N(x_1, \ldots, x_{N-1}).
\]

Let \( D_j \), \( j = 1, \ldots, N \), consist of all functions of the form

\[
(1.47) \quad g_j(x_1, \ldots, x_{j-1}, x_{j+1}, \ldots, x_N).
\]

Fix a point \( (x_1^0, \ldots, x_N^0) \) and consider an operator \( P_j : C(Y) \rightarrow D_j \) defined by

\[
(1.48) \quad P_j : f(x_1, \ldots, x_n) \rightarrow f(x_1, \ldots, x_j^0, \ldots, x_n).
\]

\( P_j \) is a projection of \( C(Y) \) onto \( D_j \). The complementary projection \( R_j = I - P_j \) is defined by

\[
(1.49) \quad f(x_1, \ldots, x_N) \rightarrow f(x_1, \ldots, x_N) - f(x_1, \ldots, x_j^0, \ldots, x_N)
\]

and \( D_j \) consists of all \( f \in C(Y) \) for which the finite difference \((1.49)\) vanishes. The operators \( P_j \), \( j = 1, \ldots, N \), commute, so that \( D \) consists of all functions \( f \in C(Y) \) for which

\[
(1.50) \quad R_1 R_2 \ldots R_N(f) = 0.
\]
Moreover, the operator $R_1 \ldots R_N$ turns out to be a finite difference of order $N$.

**Separated variables. Projections on $D_j$.** Consider the subspace $D$ (1.11). Let $D_j$ be the subspace

\[(1.51) \quad D_j = H^j(\tilde{\gamma}_j) \otimes C(\gamma_j), \quad j = 1, \ldots, m.\]

Take an arbitrary basis $h^\delta_j(\tilde{\gamma}_j)$, $\delta = 1, \ldots, n_j$, for $H^j(\tilde{\gamma}_j)$. The subspace $D_j$ consists of functions

\[(1.52) \quad \sum_{\delta=1}^{n_j} h^\delta_j(\tilde{\gamma}_j) g^\delta_j(\gamma_j), \quad g^\delta_j \in C(\gamma_j).\]

Denote by $\lambda^\delta_j$ linear functionals that are biorthogonal to the basis $\{h^\delta_j\}$. A functional $\lambda^\delta_j$ is represented by a measure on $\tilde{\gamma}_j$. Consider a linear operator $P = P_j : C(\gamma) \rightarrow D_j$ defined by

\[(1.53) \quad f \in C(\gamma) \mapsto \sum_{\delta=1}^{n_j} \lambda^\delta_j \left[ f \left( \underbrace{\tilde{\gamma}_j}_{\gamma_j} \right) \right] h^\delta_j(\tilde{\gamma}_j),
\]

where $\underbrace{}$ indicates the variables that are assumed constant (parameters) under the action of the functional $\lambda^\delta_j$.

**Lemma 1.10.** The operator $P = P_j$ is a projection of $C(\gamma)$ onto $D_j$. Moreover, for any $f \in C(\gamma)$ the function $F = Pf$ satisfies the interpolational conditions

\[(1.54) \quad \lambda^\delta_j \left[ f \left( \tilde{\gamma}_j, \underbrace{\gamma_j}_{\gamma_j} \right) - F \left( \tilde{\gamma}_j, \underbrace{\gamma_j}_{\gamma_j} \right) \right] = 0
\]

and is the unique function in $D_j$ satisfying (1.54). The system of the basis functions $\{h^\delta_j\}$, $\delta = 1, \ldots, n_j$, is proper in $C(\gamma)$.

**Proof.** Let $\Phi$ be an arbitrary function in $D_j$,

\[(1.55) \quad \Phi(\tilde{\gamma}_j, \gamma_j) = \sum_{\delta=1}^{n_j} h^\delta_j(\tilde{\gamma}_j) g^\delta_j(\gamma_j), \quad g^\delta_j \in C(\gamma_j).
\]

We have

\[(1.56) \quad \lambda^\delta_0 \left[ \Phi \left( \tilde{\gamma}_j, \underbrace{\gamma_j}_{\gamma_j} \right) \right] = \sum_{\delta=1}^{n_j} \lambda^\delta_0 \left[ h^\delta_j(\tilde{\gamma}_j) g^\delta_j(\gamma_j) \right] = \sum_{\delta=1}^{n_j} g^\delta_j(\gamma_j) \lambda^\delta_0 \left( h^\delta_j(\tilde{\gamma}_j) \right) = g^\delta_0(\gamma_j).
\]

From (1.56) it follows that the representation (1.55) of any function $\Phi \in D_j$ is unique and the coefficients $g^\delta_0(\gamma_j)$ at $h^\delta_j(\tilde{\gamma}_j)$ are found by the formula (1.56). Therefore, for an arbitrary $\Phi \in D_j$ we have

\[P \Phi = \sum_{\delta=1}^{n_j} \lambda^\delta_j \left[ \Phi \left( \tilde{\gamma}_j, \underbrace{\gamma_j}_{\gamma_j} \right) \right] h^\delta_j(\tilde{\gamma}_j) = \sum_{\delta=1}^{n_j} h^\delta_j(\tilde{\gamma}_j) g^\delta_0(\gamma_j) = \Phi.
\]

Thus, $P[C(\gamma)] = D_j$ and $P^2 = P$. Combining (1.53) and (1.56) we get (1.54). Since the representation (1.55) is unique, $Pf$ is the unique function in $D_j$ that satisfies
the interpolational conditions (1.54). From the uniqueness of the representation (1.55) and formulas (1.56) it also follows that the system \( \{k^j\} \) is proper.

**Commutativity of projections.** Let \((j)\) and \((k)\) be two sets of indices (1.5). Assume that they may overlap but cannot completely contain one another. Therefore, the same holds for the complementary sets \((\bar{j})\) and \((\bar{k})\). Denote

\[
\begin{align*}
\mathcal{s} &= (\bar{j}) \cap (\bar{k}), \\
\mathcal{s}' &= (j) \cap (k), \\
\mathcal{s}_1 &= (j) \setminus (\bar{k}), \\
\mathcal{s}_2 &= (k) \setminus (\bar{j}).
\end{align*}
\]

A complete set of indices \( N \) can now be represented as follows:

\[
(N) = (s) \cup (j_2) \cup (s) \cup (j_1) = (s) \cup (k_2) \cup (\sigma) \cup (k_1).
\]

It is easy to see that

\[
(1.59) \quad (j_2) = (k_1), \quad (j_1) = (k_2).
\]

Indeed, \((k_2) \cap (j_2) = \emptyset\); otherwise, \((s)\) could not be the intersection of \((\bar{j})\) with \((\bar{k})\). Therefore, \((k_2) \subset (j)\). If there existed an index \( i \in (\sigma) \cap (k_2) \), then \( i \in (k)\), which cannot happen because \((k_2) \subset (k)\). So, \((k_2) \subset (j) \setminus (\sigma) = (j_1)\). Yet, along the same lines \((j_1) \cap (k_1) = \emptyset\) and \((j_1) \subset (\bar{k}) \setminus (s) = (k_2)\). We have proved one of the equalities (1.59); the second is proved similarly.

Consider in \( C(Y) \) the subspaces

\[
\begin{align*}
D &= D_j = H(\tilde{Y}(j)) \otimes C(Y(j)); \\
D &= D_k = H(\tilde{Y}(k)) \otimes C(Y(k)).
\end{align*}
\]

The subspaces \( H \) are assumed to have the following structure:

\[
\begin{align*}
H(\tilde{Y}(j)) &= H(Y(j_1)) = H(Y(s)) \otimes H(Y(j_2)); \\
h(\tilde{Y}(k)) &= H(Y(k_1)) = H(Y(s)) \otimes H(Y(k_2)),
\end{align*}
\]

where all \( H \) are finite-dimensional subspaces of continuous functions of the variables in parentheses. Consider some bases in those subspaces:

\[
\begin{align*}
\{c^\alpha(Y(s))\}, & \quad \alpha = 1, \ldots, \ell - \text{a basis in } H(Y(s)); \\
\{d^\beta(Y(j_2))\}, & \quad \beta = 1, \ldots, n - \text{a basis in } H(Y(j_2)); \\
\{e^\gamma(Y(k_2))\}, & \quad \gamma = 1, \ldots, r - \text{a basis in } H(Y(k_2)).
\end{align*}
\]

The systems

\[
\{c^\alpha(Y(s)) \otimes d^\beta(Y(j_2))\} \quad \text{and} \quad \{c^\alpha(Y(s)) \otimes e^\gamma(Y(k_2))\}
\]

are bases in \( H(\tilde{Y}(j)) \) and \( H(\tilde{Y}(k)) \), respectively. Also, let \( \{\lambda^\alpha\}, \alpha = 1, \ldots, \ell, \{\mu^\beta\}, \beta = 1, \ldots, n, \{\nu^\gamma\}, \gamma = 1, \ldots, r, \) be the systems of linear functionals biorthogonal to the bases (1.62_1), (1.62_2), and (1.62_3), respectively. The functionals \( \lambda^\alpha \) are represented by measures on \( Y(s) \), \( \mu^\beta \) are represented by measures on \( Y(j_2) \), \( \nu^\gamma \) are represented by measures on \( Y(k_2) \). Measures \( \{\lambda^\alpha \otimes \mu^\beta\} \) form a system biorthogonal to the basis chosen in \( H(\tilde{Y}(j)) \), while \( \{\lambda^\alpha \otimes \nu^\gamma\} \) form a system biorthogonal to the
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Consider basis in \( H(\bar{Y}_{(k)}) \). Consider projections \( P : C(Y) \to D = D_j \) and \( \mathcal{P} : C(Y) \to D = D_k \) defined by

\[
P : f \in C(Y) \mapsto \sum_{\alpha, \beta} \lambda^\alpha \otimes \mu^\beta \left[ f \left( y(s), y(j_2), y(j) \right) \right] c^\alpha \left( y(s) \right) d^\beta \left( y(j_2) \right);
\]

\[
\mathcal{P} : f \in C(Y) \mapsto \sum_{\delta, \gamma} \varphi^\delta \otimes \nu^\gamma \left[ f \left( y(s), y(k_2), y(k) \right) \right] c^\delta \left( y(s) \right) e^\gamma \left( y(k_2) \right).
\]

**Lemma 1.11.** Whenever \( H(\bar{Y}_{(j)}) \) and \( H(\bar{Y}_{(k)}) \) have the structure (1.61), the projections \( P \) and \( \mathcal{P} \) commute.

First of all, note that we can permute actions of the linear functionals \( \lambda^\alpha, \mu^\beta, \nu^\gamma \). To see that, it suffices to take their Riesz representations and apply the Fubini theorem. Set

\[
(1.64) \quad \varphi^{\alpha \beta}(y(j)) = \varphi^{\alpha \beta}(y(s), y(k_2)) = \lambda^\alpha \otimes \mu^\beta \left[ f \left( y(s), y(j_2), y(j) \right) \right].
\]

Using biorthogonality of \( \{\lambda^\alpha\} \) and \( \{c^\alpha\} \), we have

\[
(1.65) \quad \mathcal{P}(Pf) = \sum_{\delta, \gamma} \varphi^\delta \otimes \nu^\gamma \left[ \sum_{\alpha, \beta} \varphi^{\alpha \beta}(y(j)) \otimes c^\alpha(y(s)) \otimes d^\beta(y(j_2)) \right] \otimes c^\delta(y(s)) \otimes e^\gamma(y(k_2)) = \sum_{\delta, \gamma, \beta} \nu^\gamma \left\{ \varphi^{\beta \delta}(y(s), y(k_2)) \right\} \otimes c^\delta(y(s)) \otimes d^\beta(y(j_2)) \otimes e^\gamma(y(k_2)).
\]

But

\[
(1.66) \quad \nu^\gamma \left\{ \varphi^{\beta \delta}(y(s), y(k_2)) \right\} = \nu^\gamma \otimes \lambda^\delta \otimes \mu^\beta \left[ f \left( y(s), y(s), y(j_2), y(k_2) \right) \right].
\]

Calculating \( P(\mathcal{P}f) \) and using (1.65)–(1.66) (with an opposite order of action of functionals), we arrive at the same result. Since actions of functionals commute, \( PP = \mathcal{P}P \).

**Totally separated variables. Projections onto \( D \).** Consider the situation (1.13) with totally separated variables. If \( \{h^\alpha_i(x_i)\}, \alpha = 1, \ldots, n_i, \) is a basis of \( H^i(X_i) \), \( i = 1, \ldots, N \), then bases \( H^j(\bar{Y}_j) \) are formed by the functions \( h^\delta_j(\bar{y}_j) \) that are given by products (1.24). If \( \{\lambda_i^\alpha\}, \alpha = 1, \ldots, n_i, \) are linear functionals in \( C(X_i)^* \) biorthogonal to the basis \( \{h^\alpha_i\}, (j) = (i_1, \ldots, i_{k_j}) \), then all possible tensor products

\[
L^\delta = L^\delta_j = \lambda^\alpha_{i_1} \otimes \cdots \otimes \lambda^\gamma_{i_{k_j}}
\]

give the system of linear functionals in \( C(\bar{Y}_j)^* \) which is biorthogonal to the basis (1.24). As above, set

\[
(1.67) \quad D_j H^j(\bar{Y}_j) \otimes C(Y_j), \quad D = \sum_{j=1}^m D_j,
\]
and define \( P_j : C(Y) \to D_j, j = 1, \ldots, m \), by formulas similar to (1.53):

\[
(1.69) \quad f \in C(Y) \to P_j(f) = \sum_\delta L_\delta^j \left[ f \left( \tilde{y}_j, y_{j,\delta} \right) \right] h_\delta^j (\tilde{y}_j).
\]

**THEOREM 1.12.** \( P_j \) is a projection of \( C(Y) \) onto \( D_j, j = 1, \ldots, m \). Any two operators \( P_j \) commute. The operator \( P \) defined by (1.43) is a projection of \( C(Y) \) onto \( D \). If the \( R_j \) are complementary projections for the \( P_j \), then the operator \( R \) defined by (1.45) is the complementary projection for \( P \). For any \( f \in C(Y) \) the function \( F = Pf \) satisfies the interpolational conditions

\[
(1.70) \quad L_\delta^j \left[ f \left( \tilde{y}_j, y_{j,\delta} \right) - F \left( \tilde{y}_j, y_{j,\delta} \right) \right] = 0,
\]

and is the unique function in \( D \) satisfying (1.70). The system of basis functions \( \{ h_\delta^j (\tilde{y}_j), j = 1, \ldots, m, \delta = 1, \ldots, N_j \} \) is proper in \( C(\tilde{Y}_j) \).

**PROOF.** The fact that \( P_j \) is a projection from \( C(Y) \) onto \( D_j \) is proved in Lemma 1.10. Since the variables are totally separated for each pair \( P_j \) and \( P_k \), the assumptions of Lemma 1.11 hold and therefore \( P_j \) and \( P_k \) commute. The operator \( P \) defined in (1.43) is a projection onto \( D \) by Lemma 1.9, whereas \( R \) in (1.45) is the projection complementary to \( P \). To establish the interpolation identities (1.70), fix an index \( j \). The equalities (1.54) of Lemma 1.10 can be rewritten in the following form: for each \( f \in C(Y) \) we have

\[
L_\delta^j [\Phi] = 0,
\]

where we set \( \Phi = f - P_j f = R_j f \).

Now, for all \( f \in C(Y) \) let \( \Phi = f - Pf = Rf \). In view of (1.45),

\[
\begin{align*}
\Phi &= R_j \left[ R_1 \ldots R_{j-1} R_{j+1} \ldots R_m f \right] = R_j^2 \left[ R_1 \ldots R_{j-1} R_{j+1} \ldots R_m f \right] \\
&= R_j \left[ R_1 \ldots R_{j-2} R_{j-1} R_{j+1} \ldots R_m f \right] = R_j [Rf],
\end{align*}
\]

so either \( L_\delta^j [Rf] = 0 \) or \( L_\delta^j [f - Pf] = 0 \). We have proved (1.70) by using idempotency of the projection \( R_j \) and commutativity of the projections under consideration. To prove the remaining statements, turn to the identity (1.43) and rewrite it as follows:

\[
P = P_1 + P_2 (I - P_1) + P_3 (I - P_1 - P_2 + P_1 P_2) \\
+ \cdots + P_m (I - P_1 - \cdots - P_{m-1} + P_1 P_2 + \cdots + P_{m-2} P_{m-1} - P_1 P_2 P_3 \\
- \cdots - P_{m-3} P_{m-2} P_{m-1} + \cdots + (-1)^{m-2} P_1 \ldots P_{m-1}].
\]

Using (1.45) for complementary projections, we can rewrite the latter identity in the following form:

\[
(1.71) \quad P = P_1 + P_2 R_1 + P_3 R_1 R_2 + \cdots + P_m R_1 R_2 \ldots R_{m-1}.
\]

Therefore, for all \( f \in C(Y) \) we have

\[
(1.72) \quad w = Pf = w_1 + w_2 + \cdots + w_m, \quad \text{where}
\]

\[
\begin{align*}
w_1 &= P_1 f \in D_1, \\
w_2 &= P_2 R_1 f \in D_2, \ldots, w_j &= P_j R_1 \ldots R_{j-1} f \in D_j, \ldots \\
w_m &= P_m R_1 \ldots R_{m-1} f \in D_m.
\end{align*}
\]

Whenever \( f = w \in D \), instead of \( f \) everywhere in (1.72) we can put \( w = Pw \).
Repeating the arguments in the derivation of the interpolation identities (1.70) we obtain, in view of the structure of terms \( w_j \) in (1.72), the following formula:

\[
\begin{align*}
L_1^\delta (w_2) &= L_1^\delta (w_3) = \cdots = L_1^\delta (w_m) = 0, & \delta = 1, \ldots, N_1; \\
L_2^\delta (w_3) &= L_2^\delta (w_4) = \cdots = L_2^\delta (w_m) = 0, & \delta = 1, \ldots, N_2; \\
L_{m-1}^\delta (w_m) &= 0, & \delta = 1, \ldots, N_{m-1}.
\end{align*}
\]

Now let \( w^* \in D \) be an element such that

\[
L_j^\delta (w^*) = L_j^\delta (f), \quad j = 1, \ldots, m, \quad \delta = 1, \ldots, N_j,
\]

and let

\[
w^* = w_1^* + w_2^* + \cdots + w_m^*
\]

be its (1.72) decomposition into \( D_j \)-components. Since \( L_j^\delta (f) = L_j^\delta (w^*) \) and the values of the functionals \( L_j^\delta \) completely determine an element in \( D_1, w_1 = w_1^* \). Also,

\[
L_2^\delta (f) = L_2^\delta (w_1) + L_2^\delta (w_2) = L_2^\delta (w^*) = L_2^\delta (w_2^*) + L_2^\delta (w_3^*),
\]

and so \( L_2^\delta (w^*) = L_2^\delta (w_2) \). However, the values of the functional \( L_2^\delta \) uniquely determine elements in \( D_2 \); hence \( w_2^* = w_2 \). Continuing in this fashion with the functionals \( L_3^\delta \), we see that \( w_3^* = w_3 \), etc. (In all arguments with \( L_j^\delta \) the index \( \delta \) runs over all the values \( 1, \ldots, N_j \).) Thus, \( w = Pf = w^* \) and we have proved that \( Pf \) is the unique element in \( D \) satisfying the interpolational conditions (1.70).

Now, let us show that a combined system of bases \( \{ h_j^\delta \} \) is proper. From (1.72) it follows, in particular, that

\[
\| w_j \| \leq C \| w \|, \quad j = 1, \ldots, m,
\]

with an appropriate constant \( C \). Since for all \( j \) the system \( \{ h_j^\delta \}, \delta = 1, \ldots, N_j \), is proper (Lemma 1.10), (1.76) yields that the combined system \( \{ h_j^\delta \}, j = 1, \ldots, m, \delta = 1, \ldots, N_j \), is also proper. The latter could also be proven by a simpler argument based on Proposition 1.1: if there is a projection from \( C(Y) \) onto \( D \), then \( D \) is a closed subspace and hence the system of basis functions is proper.

**A special case: point-evaluation functionals.** For the linear functionals in the formulas considered above one can take point-evaluations. A linear functional relating to a function \( f \) its value at a fixed point \( x \) in its domain of definition will be, for brevity, denoted by \( \hat{x} \), or \( x^\wedge \). So,

\[
\hat{x}(f) = f(x).
\]

Such a functional is represented by the delta-measure \( \delta_x \) supported at the point \( x \).

The following two facts are almost obvious and well-known.

**Lemma 1.13.** Let \( \varphi_1(x), \ldots, \varphi_n(x) \) be linearly independent functions on a set \( X \). Then there exist \( n \) points \( x_i \in x, i = 1, \ldots, n \), such that

\[
\begin{vmatrix}
\varphi_1(x_1) & \varphi_1(x_n) \\
\varphi_2(x_1) & \varphi_2(x_n) \\
\vdots & \vdots \\
\varphi_n(x_1) & \varphi_n(x_n)
\end{vmatrix} \neq 0.
\]
PROOF. Since \( \varphi_1(x) \neq 0 \), take \( x_1 \) with \( \varphi_1(x_1) \neq 0 \). Consider the determinant
\[
\Delta_2(x) = \begin{vmatrix} \varphi_1(x_1) & \varphi_1(x) \\ \varphi_2(x_1) & \varphi_2(x) \end{vmatrix}.
\]
If \( \Delta_2(x) \equiv 0 \), \( \varphi_2(x) \) would be a scalar multiple of \( \varphi_1(x) \), which cannot happen. Hence, there exists a point \( x_2 \) with \( \Delta_2(x_2) \neq 0 \). Consider the determinant
\[
\Delta_3(x) = \begin{vmatrix} \Delta_2(x_2) & \varphi_2(x_2) \\ \varphi_3(x_1) & \varphi_3(x_2) \end{vmatrix}
\]
and, similarly, find a point \( x_3 \) at which \( \Delta_3(x_3) \neq 0 \), etc.

**Corollary 1.14.** Let \( H \) be an \( n \)-dimensional space of functions defined on a set \( X \). There exist \( n \) points \( x_i \in X, i = 1, \ldots, n \), such that the linear functionals \( \hat{x}_1, \ldots, \hat{x}_n \) are linearly independent over \( H \) and there exists a basis in \( H \) biorthogonal to \( \{ \hat{x}_i, i = 1, \ldots, n \} \).

**Proof.** The points where (1.78) holds satisfy the corollary. A basis biorthogonal to \( \{ \hat{x}_i \} \) is found among linear combinations of a given basis \( \{ \varphi_i(x) \} \) by solving a system of equations expressing biorthogonality.

**Corollary 1.15.** The statement of Lemma 1.10 holds if \( \lambda_j^\alpha = \vec{y}_j^\alpha \), \( \alpha = 1, \ldots, n_j \), \( \vec{y}_j^\alpha \in \vec{Y}_j \), while \( \{ \vec{h}_j^\alpha (\vec{y}_j) \} \) is a basis in \( H^j(\vec{Y}_j) \) biorthogonal to linearly independent functionals \( \vec{y}_j^\alpha \). The statement of Theorem 1.12 also holds when \( \lambda_i^\alpha = \vec{x}_i^\alpha \) are linearly independent functionals, \( x_i^\alpha \in X_i \), and \( \{ h_i^\alpha (x_i) \}, i = 1, \ldots, N \), \( \alpha = 1, \ldots, n_i \), is a basis in \( H^i(X_i) \) biorthogonal to it.

Thus, in (1.54) and (1.70) we are now dealing with the ordinary point interpolation.

The nature of continuity and smoothness of projections on \( D \). Let \( \lambda_j^\alpha \) be a linear functional on \( C(\vec{Y}_j) \). Then, the function
\[
\lambda_j^\alpha \left[ f \left( \vec{y}_j, \vec{y}_j \right) \right]
\]
(1.79)

obviously has continuity with respect to the variables \( y_j \) (the parameter, with respect to the action of \( \lambda_j^\alpha \) that is not worse than the original function. Thus, under projections (1.53) or (1.72), characteristics (moduli) of continuity are inherited by properties of a function \( f \) and basis functions \( \{ h_j^\alpha \} \). The same can be said about smoothness properties whenever \( f \) and \( \{ h_j^\alpha \} \) have any.

**Proof of Proposition 1.6 on “domino”-measures.** As noted above, necessity follows from Lemma 1.5. Let us prove sufficiency. Let \( x_i^\alpha, \alpha = 1, \ldots, n_i, i = 1, \ldots, N \), be points in the basis sets \( X_i \) such that the functionals \( \hat{x}_i^\alpha \) are linearly independent over \( H^i(X_i) \), and let \( \{ h_i^\alpha (x_i) \} \) be a biorthogonal basis in \( H^i(X_i) \). Let the projection \( P \) from \( C(Y) \) onto \( D \) be defined by (1.45) and (1.69), where now \( \lambda_i^\alpha = \vec{x}_i^\alpha \). Construct the measure \( \mu_i \) on \( X_i \) (\( i = 1, \ldots, N \)) as follows:
\[
\mu_i = \sum_{\alpha=1}^{n_i} a_i^\alpha \vec{x}_i^\alpha + a_i^0 \vec{x}_i^0 \in H^i(X_i)^\perp,
\]
(1.80)
where \( x_0^i \) is an arbitrary point in \( X_i \). This can always be done so that \( a_i^0 \neq 0 \). Then the measure \( \mu = \mu_1 \otimes \mu_2 \otimes \cdots \otimes \mu_N \) is a domino-measure.

Apply Theorem 1.12, setting

\[
L_j^\delta = \tilde{x}_j^\delta, \quad \delta = 1, \ldots, n_j; \quad h_j^\delta = h_j^\delta (x_j).
\]

Let the function \( f \in C(Y) \) be orthogonal to \( \mu \). But in view of Lemma 1.5 the function \( F = Pf \) is always orthogonal to \( \mu \). Therefore, \( \Phi = f - Pf \perp \mu \). We have

\[
0 = \mu (\Phi) = \sum a_1^\alpha \cdots a_N^\gamma \Phi(x_1^\alpha \times x_2^\beta \times \cdots \times x_N^\gamma) + a_1^0 a_2^0 \cdots a_N^0 \Phi(x_1^0 \times x_2^0 \times \cdots \times x_N^0),
\]

where the summation is extended over all admissible sets of indices \((\alpha, \beta, \ldots, \gamma) \neq (0, 0, \ldots)\). The interpolation conditions (1.70) now imply that \( \Phi \) vanishes on each of the hyperplanes \( x_1 = x_1^\alpha, \alpha = 1, \ldots, n_1; x_2 = x_2^\beta, \beta = 1, \ldots, n_2; \ldots; x_N = x_N^\gamma, \gamma = 1, \ldots, n_N \). Therefore, the first sum in (1.81) vanishes. Hence, \( \Phi (x_1^0, \ldots, x_N^0) = 0 \) at every point \((x_1^0, \ldots, x_N^0)\) and \( f - Pf = 0 \).

**Corollary 1.16.** Under the assumptions of Proposition 1.6 any measure \( \mu \in D_\perp \) is a weak (*) limit of a net \( \{\mu_\theta\} \) of measures that are (finite) linear combinations of “domino”-measures.

The statement follows from general functional-analytic considerations (e.g., [40], or [118]). Unfortunately, general considerations cannot guarantee that a net \( \{\mu_\theta\} \) can be chosen so that \( \|\mu_\theta\| \to \|\mu\| \) (cf., e.g., [118]), which is important for applications.

**Interpolation and norms on subsets.** Functions in the unit ball of the subspace \( D \) need not, generally speaking, be equicontinuous. However, as we shall show below, there still exist some substitutes for this obvious (when compared with the case of separated variables) loss. Recall that \( F|_E \) denote the restriction of a function \( F \) to a set \( E \).

**Lemma 1.17.** Let a subspace \( D_j \) have the form (1.51), and let \( R \) be an arbitrary subset in \( Y(j) \). There exists a linear operator \( T : C(Y) \to C(Y) \) with the following properties:

1. \((Tf - f)|_{R \times \tilde{Y}_j} = 0; \tag{1.82}\)
2. \(\|Tf\| \leq \|f\|_{R \times \tilde{Y}_j}; \tag{1.82}\)
3. \(T(D_j) \subset D_j. \tag{1.82}\)

**Proof.** Let \( R = \{y_1^1, \ldots, y_\nu^j\} \). Take disjoint neighborhoods \( V^k, k = 1, \ldots, \nu, \) of the points \( y_j^k \in V^k \). Construct functions \( \Phi^k (y_i) \subset C(Y_j) \) with the following properties:

\[
\Phi^k (y_j^k) = 1, \quad \Phi^k (y_j) = 0, \quad y_j \in Y_j \setminus V^k, \quad \|\Phi^k\| = 1,
\]

and define an operator \( T \) by setting

\[
f \in C(Y) \to Tf = \sum_{k=1}^{\nu} \Phi^k (y_j) \otimes f(\tilde{y}_j, y_j^k). \tag{1.84}\]
Let us verify that the properties (1.82) hold. If \( y = (\tilde{y}_j, y_j^k) \), then according to (1.83) \( T f (\tilde{y}_j, y_j^k) = f (\tilde{y}_j, y_j^k) \) and property 1 is proved. Let us prove property 2 in (1.82). If \( (\tilde{y}_i, y_j) \notin \bar{Y}_j \times \bigcup_{k} V^k \), then \( \Phi^k (y_j) = 0, k = 1, \ldots, \nu \), so that \( T f (\tilde{y}_j, y_j) = 0 \). If \( y_j \in V^k (y_j^k) \), then \( \Phi^s (y_j) = 0, s \neq k \). Therefore, \( |T f (\tilde{y}_j, y_j)| \leq \|f (\tilde{y}_j, y_j^k)|| \bar{Y}_j \leq \|f (\tilde{y}_j, y_j)||_{R \times \bar{Y}_j} \). So, \( \|T f\| \leq \|f\|_{R \times \bar{Y}_j} \). Now, let \( f \in D_j \), i.e.,

\[
f = \sum_{1}^{n_j} h_j^\delta (\tilde{y}_j) \phi^\delta (y_j) \quad \text{for some } \phi^\delta (y_j) \in C (Y_j).
\]

Therefore

\[
f (\tilde{y}_j, y_j^k) = \sum_{1}^{n_j} h_j^\delta (\tilde{y}_j) \phi^\delta (y_j^k) \in H^f (\bar{Y}_j),
\]

and \( T f \in D_j \). The lemma is proved. (The operator \( T \), generally speaking, need not be a projection.)

Now let us consider the subspace \( D \) assuming that variables are totally separated: \( D \) is defined by the formulas (1.12)-(1.13). In each basic set \( X_s \) find points \( x_1^1, \ldots, x_1^{n_s} \) and a corresponding basis \( \{h_s^1\}, \alpha = 1, \ldots, n_s \), in \( H^s \), so that the functionals \( \tilde{X}_s^\alpha \) and \( \{h_s^\alpha\} \) are biorthogonal. As in Proposition 1.7, considering partitions \( \Theta_s \) of the set \( X_s \), \( \Theta_s = \{U_s^\alpha\} \) and taking a point \( x_s^\alpha \) in each \( U_s^\alpha \) we agree to include among those points the fixed points \( x_s^1, \ldots, x_s^{n_s} \). Clearly, when \( \Theta_s \) is sufficiently large, i.e., for sufficiently fine partitions, this can be done. Similarly to Proposition 1.7, as the set of indices we consider the set of all partitions \( \Theta = (\Theta_1, \ldots, \Theta_s, \ldots, \Theta_N) \) of the basis sets \( X_s \).

Fix \( \Theta \) and let \( A_s \) be a (finite) set of points in \( X_s \) obtained by taking a point in each \( U_s^\alpha \) (with the above agreement concerning inclusion of the set \( A_s^* = \{x_s^1, \ldots, x_s^{n_s}\} \) into \( A_s : A_s^* \subset A_s \)). Denote \( A = A_1 \times \cdots \times A_N \). Let us prove the following theorem on interpolation.

**Theorem 1.18.** In the structure of \( D \), let the variables be totally separated. There exist an absolute constant \( M \) and \( \Theta_0 \) such that for all \( \Theta > \Theta_0 \) and all \( w \in D \) one can find \( w' \in D \) with the following properties:

\[
|w|_{A} = |w'|_{A}, \quad A = A_1 \times \cdots \times A_N, \quad \|w'\| \leq M \|w\|_{A}.
\]

**Proof.** Take an index \( j, j = 1, \ldots, m \), and let

\[
(\tilde{j}) = (i_1, \ldots, i_{k_j}), \quad (j) = (\ell_1, \ldots, \ell_{k_j}).
\]

Consider the products

\[
\tilde{A}_{(j)} = A_{(j)} = A_i^1 \times \cdots \times A_i^{k_j}, \\
A_{(j)} = A_{\ell_1}^1 \times \cdots \times A_{\ell_{k_j}}^1, \\
A_{(j)}^* = A_{\ell_1}^* \times \cdots \times A_{\ell_{k_j}}^*, \\
A_{(j)}^* = A_{\ell_1}^* \times \cdots \times A_{\ell_{k_j}}^*.
\]

(1.85)
Clearly, \(A^*_j \subset A_{(j)}\), \(A_{(j)}^* \subset A_{(j)}\), \(A_{(j)} \times A_{(j)} = A\). Define projections \(P_j : C(Y) \to D_j\), \(j = 1, \ldots, m\), according to the formulas (1.67)-(1.69), where we now set
\[
A_j^\delta = \widehat{x}_i^{\alpha_1} \otimes \cdots \otimes \widehat{x}_{i_k}^{\alpha_k} = \hat{x}_i^{\alpha_1} \times \cdots \times x_{i_k}^{\alpha_k}, \quad x_{\alpha_{i1}} \times \cdots \times x_{i_{k_j}}^{\gamma_j} \in A_{(j)}^* \subset A_{(j)}.
\]
First of all, using the fact that the support of \(P_j\) is \(A_{(j)}^*\), let is establish the following statement.

**Assertion.** Let \(B\) be an arbitrary subset in \(Y_{(j)}\). For all \(f \in C(Y)\) we have
\[
\|P_j f\|_{\tilde{H}_j \times B} \leq \|P_j\| \|f\|_{A_{(j)}^* \times B} \leq \|P_j\| \|f\|_{A_{(j)} \times B}.
\]

First, let \(f \in C(\tilde{Y}_{(j)})\). In this case, let us establish the inequality
\[
\|P_j f\|_{\tilde{Y}_{(j)}} = \sup_{\tilde{y}_j \in \tilde{Y}_{(j)}} \|P_j f\| \leq \|P_j\| \|f\|_{A_{(j)}^*}.
\]

Surround points \(x_j^\delta, \delta = 1, \ldots, N_j\) in the set \(A_{(j)}^*\) by disjoint neighborhoods \(V_j^\delta\). Define a function \(F \in C(\tilde{Y}_{(j)})\) that coincides with \(f\) on \(A_{(j)}^*\), vanishes on \(\tilde{H}_j \cup \bigcup_{\delta} V_j^\delta\) and is such that \(\|F\|_{\tilde{Y}_j} = \|f\|_{A_{(j)}^*}\). Then, \(P_j f = P_j F\) and
\[
\|P_j f\|_{\tilde{Y}_j} = \|P_j F\|_{\tilde{Y}_j} \leq \|P_j\| \|F\| = \|P_j\| \|f\|_{A_{(j)}^*}.
\]

Now, let \(f(y) = f(y_j, \tilde{y}_j) \in C(Y)\). We have
\[
\|P_j f\|_{\tilde{Y}_j \times B} = \sup_{\tilde{y}_j \in \tilde{Y}_j} \|P_j f(\tilde{y}_j, y_j)\| = \sup_{y_j \in B} \|P_j f(\tilde{y}_j, y_j)\| \leq \sup_{y_j \in B} \|P_j\| \|f(\tilde{y}_j, y_j)\|_{A_{(j)}^*} = \|P_j\| \|f\|_{A_{(j)}^* \times B}.
\]
The assertion is proved.

In particular, for \(B = A_{(j)}\) as in (1.87) we obtain
\[
\|P_j f\|_{\tilde{Y}_j \times A_{(j)}} \leq \|P_j\| \|f\|_{A} \quad (A = A_{(j)} \times A_{(j)})
\]
and, moreover,
\[
\|P_j f\|_{A} \leq \|P_j\| \|A\|.
\]

Now, let \(P\) be a projection from \(C(Y)\) onto \(D\) obtained from \(P_j\) according to the formula (1.43). For all \(w \in D\) in view of the formulas (1.71)-(1.72) we obtain
\[
w = w_1 + \cdots + w_m, \quad \text{where}
\]
\[
w_1 = P_1 w,
\]
\[
w_2 = P_2 (w - P_1 w) = P_2 (w - w_1),
\]
\[
w_3 = P_3 (w - w_1 - w_2), \ldots,
\]
\[
w_j = P_j (w - w_1 - \cdots - w_{j-1}), \ldots, \quad j = 1, \ldots, m.
\]

From (1.90) and (1.91) we obtain that
\[
\|w_1\|_A \leq \|P_1\| \|w\|_A, \quad \|w_2\|_A \leq \|P_2\| (\|w\|_A + \|w_1\|_A) \leq \|P_2\| (1 + \|P_1\|) \|w\|.
\]
Continuing this chain, we arrive at a constant $M_1$ such that

\[(1.92) \quad \|w_j\|_A \leq M_1\|w\|_A.\]

According to Lemma 1.17 (where we have to take $R = A(j)$), for all $j$ there exists a function $w'_0 \in D_j$ such that

\[(1.93) \quad w'_j \big|_{A(j) \times \tilde{Y}_j} = w_j \big|_{A(j) \times \tilde{Y}_j}, \]
\[(1.94) \quad \|w_j\| \leq \|w'_j\|_{A(j) \times \tilde{Y}_j}. \]

Consider the function

\[(1.95) \quad w' = w'_1 + \cdots + w'_m. \]

In any case, all equalities (1.93) hold in the set $A = A(j) \times A(j)$; hence

\[w' \mid_A = w \mid_A. \]

In view of equicontinuity of the basis functions

\[\{h^\delta_j, j = 1, \ldots, m; \delta = 1, \ldots, N_j\}\]

and properness of the basis, we can assume $\Theta$ to be so large (and consequently all partitions of $X_i$, $i = 1, \ldots, N$, and $Y(j)$, $j = 1, \ldots, m$, so fine) that

\[(1.96) \quad \|w_j\|_{A(j) \times \tilde{Y}(j)} \leq 2\|w_j\|_{A(j) \times A(j)} = 2\|w_j\|_A. \]

Combining (1.92)-(1.96), we obtain (1.85) with an appropriate constant $M$.

**Remark.** The role played by points $x^1, \ldots, x^n_i$ that we are bound to include into $A_i$ is not as significant as it may appear from the proof. Indeed, by considering the determinant (1.78) it is not hard to see that if we define the operators $P_j$ not based on those points but on sufficiently close points $x_i^1, \ldots, x_i^{n_i}$, then the norms of the corresponding operators $P'_j$ can be assumed to be bounded by constants that do not depend on the choice of points. And only this point is crucial for the proof. Therefore, if a partition $\Theta_i$ of the set $X_i$ is sufficiently fine, then among the chosen points there will necessarily be points sufficiently close to $x^1_i, \ldots, x^{n_i}_i$ and whence we can choose points arbitrarily in each set of the partition $\Theta_i$.

**Totally separated variables. Approximation of measures in $D^\perp$ by finitely-supported measures.** In the case of totally separated variables, Proposition 1.7 can be significantly refined.

**Theorem 1.19.** If in the structure of $D = D(Y)$ the variables are totally separated, then every measure $\mu \in D^\perp$, $\|\mu\| = 1$, is a weak (*) limit of a net of measures $\{\lambda_\theta\} \subset D^\perp$, each of which has a finite support and, moreover, $\|\lambda_\theta\| = 1$.

For the proof we shall need the following lemma related to the duality of extremums.

**Lemma 1.20 ([93]).** Let $G$ be a subspace in a Banach space $B$, let $V \subset B^*$ be the linear hull of some linear functionals $\Phi_k$, $\|\Phi_k\| = 1$, $k = 1, \ldots, t$, and $\Phi \subset V$. Then, the distance $\operatorname{dist} (\Phi, V \cap G^\perp)$ from $\Phi$ to $V \cap G^\perp$ satisfies the inequality

\[(1.97) \quad \operatorname{dist} (\Phi, V \cap G^\perp) \leq \sup_{g \in G, \|\Phi_k(g)\| \leq 1} |\Phi(g)|. \]
PROOF. Consider a mapping $\Psi : B \rightarrow \mathbb{R}^t$ defined by

\begin{equation}
(1.98) \quad g \in B \rightarrow \Psi (g) = (\Phi_1 (g), \ldots, \Phi_t (g))
\end{equation}

and let $G' = \Psi (G)$. In $(\mathbb{R}^t)^*$ consider linear functionals $u = (u_1, \ldots, u_t)$ on $\mathbb{R}^t$ that form $G'\perp$. Clearly, $u \in G'\perp$ if and only if

\begin{equation}
(1.99) \quad u_1 \Phi_1 (g) + \cdots + u_t \Phi_t (g) = 0.
\end{equation}

Thus, $u \in G'\perp \Leftrightarrow \sum_{k=1}^t u_k \Phi_k \in G\perp \cap V$. In $\mathbb{R}^t$, take the $\ell^\infty$-norm. Then, $(\mathbb{R}^t)^*$ is equipped with the $\ell^1$-norm. Let $\Phi = \sum_{k=1}^m a_k \Phi_k$. To the functional $\Phi$ there corresponds in $(\mathbb{R}^t)^*$ the functional $a = (a_1, \ldots, a_t)$. Applying the duality relation, we obtain

\[
\text{dist} (\Phi, V \cap G\perp) = \inf_{\varphi \in V \cap G\perp} \|\Phi - \varphi\| = \inf_{u \in G\perp} \left\| \sum_{k=1}^t (a_k - u_k) \Phi_k \right\|
\]

\[
\leq \inf_{u \in G'\perp} \sum_{k=1}^t |a_k - u_k| = \text{dist} \left( a, G'\perp \right)
\]

\[
= \sup_{\|\varphi\|_\infty \leq 1} |a \varphi| = \sup_{\|g\|_\infty \leq 1, k=1, \ldots, t} |\Phi_k (g)|.
\]

PROOF OF THEOREM 1.19. According to Proposition 1.7, for $\mu \in D\perp$, $\|\mu\| = 1$, there exists a net of measures $\{\mu_\theta\}$, $\|\mu_\theta\| = 1$, weak ($*$) converging to $\mu$. The order of indices is determined by the set of partitions $\{\theta\}$ of the basis sets $X_i$. The measure $\mu_\theta$ is supported on a set that coincides with the set $A = A_\theta$ in Theorem 1.18. Since, in view of Theorem 1.12, the system of basis functions is proper, Proposition 1.7 shows that for $\theta > \theta_0 (\epsilon)$ we have

\begin{equation}
(1.100) \quad \|\mu_\theta\|_D < \epsilon.
\end{equation}

Estimate the distance $d$ in $C(Y)^*$ from $\mu_\theta$ to the subspace of measures supported on $A_\theta$ and annihilating the subspace $D$. In order to use Lemma 1.20 we set $B = C(Y)$, $G = D$, $\Phi_k = \hat{x}_k$, $x_k \in A_\theta$ ($t$ is the number of points in $A_\theta$), $\Phi = \mu_\theta$. Then, by Lemma 1.20 we have

\begin{equation}
(1.101) \quad d \leq \sup_{w \in D} \frac{|\mu_\theta (w)|}{\|w\|_{A_\theta} \leq 1} = \sup_{w \in D, \|w\|_{A_\theta} \leq 1} |\mu_\theta (w)|.
\end{equation}

According to Theorem 1.18, for $w \in D$ there exists $w' \in D$ such that

\begin{equation}
(1.102) \quad w |_{A_\theta} = w' |_{A_\theta}, \quad \|w'\| \leq M \|w\|_{A_\theta}.
\end{equation}

Therefore, if $\|w\|_{A_\theta} \leq 1$, then $\|w'\| \leq M$ and in view of (1.101), (1.102) we have

\begin{equation}
(1.103) \quad d \leq \sup_{w \in D, \|w\|_{A_\theta} \leq 1} |\mu_\theta (w)| = \sup_{w' \in D, \|w'\| \leq M} |\mu_\theta (w')| \leq M \epsilon.
\end{equation}
Thus, there exists a measure $\lambda_\theta \in D^\perp$ supported on $A^\theta$ and such that
\[ \|\mu_\theta - \lambda_\theta\| \leq M\varepsilon. \]
It is clear that the net \( \left\{ \frac{\lambda_\theta}{\|\lambda_\theta\|} \right\} \) satisfies all the requirements.

**Subspaces of sums.** Let all $H(\widetilde{Y}_j)$ be one-dimensional and consist of constants, $j = 1, \ldots, m$. Then, the subspace $D$ consists of functions
\[ (1.104) \quad \sum_{j=1}^{m} g_j(y_{(j)}) , \quad g_j \in C(Y_j). \]
As above, assume that we cannot have inclusions $(j) \subset (k)$ for $j \neq k$, although it is possible to have $(j) \cap (k) \neq \emptyset$. A system biorthogonal to the basis of $H(\widetilde{Y}_j)$ consists of any measure $\mu_j$ on $\widetilde{Y}_j$ for which
\[ (1.105) \quad \int_{\widetilde{Y}_j} d\mu_j = 1. \]
Projections $P_j : C(Y) \to D_j = \{g_j(y_{(j)})\}$ and the complimentary projections $R_j$ are given by the formulas:
\[ (1.106) \quad P_j : f(y_{(j)}, y_{(\bar{j})}) \to \int_{\widetilde{Y}_j} f(y_{(j)}, y_{(\bar{j})}) d\mu_j; \quad R_j : f(y) \to f(y) - P_j f. \]
In particular, for $\mu_j$ we can take the $\delta$-measure at a fixed point $y_{(j)}^0 \in \widetilde{Y}_{(j)}$, and then
\[ (1.107) \quad P_j : f(y) \to f(y_j, y_{j}^0) , \quad R_j : f(y) \to f(y) - f(y_j, y_{j}^0) \]
are extensions of the formulas (1.48)–(1.49). Since the assumption of total separation of variables is obviously satisfied when $D$ has form (1.104), we can formulate the following corollary.

**Corollary 1.21.** The operator $P$ constructed out of operators $P_j$ ((1.106) or (1.107)) according to (1.43) is a projection of $C(Y)$ onto $D$ that consists of functions (1.104). The subspace $D$ consists of those and only those functions $F \in C(Y)$ for which (see (1.45))
\[ (1.108) \quad RF = 0, \quad \text{where } R = R_1 \ldots R_m, \quad R_j = I - P_j, \quad j = 1, \ldots, m. \]
For all $f \in C(Y)$ and $F = Pf$ the interpolational identities hold:
\[ (1.109) \quad \int_{\widetilde{Y}_j} \left[ f(y_{(j)}, y_{(\bar{j})}) - F(y_{(j)}, y_{(\bar{j})}) \right] d\mu_j = 0, \quad j = 1, \ldots, m, \]
and, in particular, for the case (1.107),
\[ (1.110) \quad f(y_j, y_{j}^0) - F(y_j, y_{j}^0) = 0. \]
Bounded functions. Now let us deal with bounded functions instead of continuous ones. $B(T)$ ($\ell^\infty(T)$) is the space of bounded functions with the uniform norm on a set $T$. Let $X, X_i, i = 1, \ldots, N$, be arbitrary sets, $\Phi_i : X \to X_i$ some mappings. By $BD$ we denote the subspace in $B(X)$ that consists of functions

$$
(1.111) \sum_{i=1}^{N} h^i(x) g_i \circ \Phi_i(x),
$$

with $g_i \in B(X_i)$ and the basis functions $h^i(x) \in B(X)$. We obtain an analogue of the subspace in (1.1). Similarly, we form analogues of the subspace $D$ in the situations (1.4), (1.7), (1.11)-(1.12), (1.51), and (1.68):

The analogue of (1.4):

$$
(1.112) \sum_{1}^{N} h^i(x) g_i(x_i), \quad h^i \in B(Y), \quad g_i \in B(X_i). \tag{1.112}
$$

The analogue of (1.7):

$$
(1.113) \sum_{j=1}^{m} h^j(x) g_j(y_j), \quad h^j \in B(Y), \quad g_j \in B(Y_j). \tag{1.113}
$$

The analogue of (1.11), (1.68):

$$
(1.114) BD = \sum_{j=1}^{m} H^j \otimes B(Y_j), \quad H^j = H^j \left(\tilde{Y}_j\right) \subset B \left(\tilde{Y}_j\right). \tag{1.114}
$$

Here, as in (1.11), the $H^j$ are finite dimensional subspaces.

The analogue of (1.12):

$$
(1.115) \sum_{j=1}^{m} \sum_{\delta=1}^{m_j} h^j_{\delta} (\tilde{y}_j) g^\delta_j (y_j), \quad h^j_{\delta} \in B \left(\tilde{Y}_j\right), \quad g^\delta_j \in B(Y_j). \tag{1.115}
$$

The analogue of (1.51):

$$
(1.116) BD_j = H^j \otimes B(Y_j), \quad H^j \subset B \left(\tilde{Y}_j\right). \tag{1.116}
$$

(We have given a complete list of those subspaces for convenience in future references.) The definition of a proper basis system $\{h^j\}$ does not change, nor do those of separated and totally separated variables.

**Proposition 1.22.** The statements of Proposition 1.1, Lemma 1.10, Theorem 1.12, and Corollary 1.2 also hold for the subspace $BD$.

Since the space $B(T)$ is dual to $\ell^1(T)$ (see §2 in Chapter 1), Lemmas 1.2–1.5, Propositions 1.6–1.7, and Theorem 1.19 can be applied to the description of the annihilator $\left(BD\right)^\perp$ that consists of all $\mu \in \ell^1(T)$ for which $\langle \mu, w \rangle = 0$, $w \in BD$ ($\langle \mu, w \rangle$ denotes the action of the functional $w$ on the element $\mu$, i.e., the integral of the function $w$ with respect to the measure $\mu$). Weak $(\ast)$ convergence in Proposition 1.7 and Theorem 1.19 means convergence over every continuous function, which is weaker than weak convergence in the space $\ell^1(T)$ (that is, convergence over all bounded functions).
Bibliographical notes. Subspaces like those in (1.12) in connection with approximation of functions of several variables (with various goals) have been considered in many papers. In particular, for \( H^j \) spaces of ordinary polynomials of a given degree and splines were used.

Consideration of the projections \( P_j \) in (1.53), (1.69), and the projection \( P \) constructed from \( P_j \) using (1.43) is the essence of the "blending" method developed in a number of papers by Gordon; see, e.g., [66], [67]. In these papers formulas (1.43), (1.45), (1.71), (1.72) are widely used together with other relations associated with the Boolean distributive structure of commuting (and in some cases even noncommuting—e.g., [68]) projections. Blending (of variables) occurs when a projection \( P_j : C(X_j) \rightarrow H^j(X_j) \) originally defined in a space of functions of one variable is extended to the whole space \( C(Y) \) of functions of several variables, and the variables different from \( x_j \) are treated as parameters.

For applications to numerical methods in boundary value problems for differential equations, operators similar to \( P_j \) and \( P \) are considered in spaces of differentiable functions. For \( D_j \) one can take the subspace of solutions of the ordinary differential equation \( d_j f = 0 \) with the linear differential operator \( d_j \) (with respect to the variable \( x_j \)); and then, according to (1.45), \( D \) consists of the solutions of the partial differential equations \( d_1 \ldots d_m f = 0 \).

Linear functionals used in constructing the projections \( P_j \) are chosen so that interpolation conditions (1.54), (1.70) would be helpful for a boundary value problem. The method is also used for numerical integration and solving integral equations, and some other problems.

Brudnyi [24] arrived at the considerations associated with the Boolean structure of the set of projections almost at the same time; he was investigating subspaces similar to (1.12) in connection with approximation of various classes of functions given by their differential properties. The approximation was conducted not only in the uniform metric, but in the integral metrics as well. For basis functions \( h_\xi \) in [24] ordinary algebraic or trigonometric polynomials were taken, and every product \( Y(j) \) contained the same number of factors \( X_i \) that provided a "homogeneity" of functions in \( D \). For the latter situation, problems of uniform approximation by the subspace \( D \) were also studied by Vaindiner [139]. One of the main results in [139] was establishing Corollary 1.15 for that case, yet a proof was not given there. Theorems 1.18 and 1.19 are most important from our viewpoint. For the case of two variables they have been proved by Cheney and Light [93], together with Lemmas 1.17 and 1.20, and Proposition 1.6.

The presentation in this section mainly followed the scheme in [93], although the general case naturally turned out to be more complicated.

§2. On the existence of best approximations

Theorem 2.1. If a basis system is proper in \( B(Q) \), then the subspaces in (1.111)–(1.116) are closed in the weak (*) topology of the space \( B(Q) \), \( Q \subset Y \) (\( B(X) \) for (1.111)), and are proximinal. In particular, the subspace \( BD \) (1.114) is weak (*) closed and proximinal in \( B(Y) \), provided that the variables are totally separated.

Proof. Since the subspace \( B(Q) \) is dual to \( \ell^1(Q) \), we need only prove weak (*) closedness. Keep the notation of (1.113). Let \( \{ w_\theta \} \) be a net of functions in \( BD(Q) \),
i.e., functions
\[ w_\theta = \sum_{j=1}^{m} h^j(x)g_{j,\theta}(y_j), \quad g_{j,\theta} \in B(Y_j), \]
that converges in the weak (*) topology to a function \( w \), and \( \|w_\theta\| \leq M \). Since the \( \|x_\theta\| \) are bounded and the basis \( h^j \) is a proper system, the \( \|g_{j,\theta}\| \), \( j = 1, \ldots, m \), are also bounded. In view of the Alaoglu theorem, taking a subnet if necessary, assume that \( \{g_{j,\theta}\} \) converges in the weak (*) topology of \( B(Y_j) \) to \( g_j \in B(Y_j) \), \( j = 1, \ldots, m \). But then it is clear that
\[ w = \sum_{j=1}^{m} h^j(x)g_j(y_j) \in BD, \quad \|w\| \leq M. \]

We have proved weak (*) closedness of the intersection of \( BD(Q) \) with any closed ball. But then \( BD(Q) \) is weak (*) closed (see, e.g., [40]), and the proof is complete. According to Proposition 1.22 and Theorem 1.12, the assumption (1.114) about total separation of variables yields properness of the basis system in \( B(Y) \).

**COROLLARY 2.2.** The subspace of sums
\[
(2.1) \quad \sum_{j=1}^{m} g_j(y_{(j)}), \quad g_j \in B(Y_j), \quad (j) \not\subset (k) \text{ provided that } j \neq k
\]
is closed in the weak (*) topology of \( B(Y) \) and is proximinal (cf. §3 in Chapter 2).

**Approximation by sums on sets** \( Q \subset Y \). Let \( Q \subset Y = X_1 \times \cdots \times X_N \) be a set. Naturally, properties of the subspace \( BD(Q) \) of restrictions to \( Q \) of functions from \( BD(Y) \) depend on geometry of \( Q \). We consider these questions for a subspace made out of functions (2.1), thus continuing certain considerations in §§2, 3 in Chapter 2.

**Bars** (cf. §§ 2.3 in Chapter 2). Let \((j)\) be a set of indices in \( (1, \ldots, N) \) and \( y_{(j)} \in Y_{(j)} \), a fixed point. By \( Q_{y(j)} \) we denote the cross-section of \( Q \) by the hyperplane \( y_{(j)} = y_{(j)}^o \). Thus,
\[
(2.2) \quad Q_{y(j)} = \{y_{(j)}^o, y_{(j)} \in Q\}.
\]
(Of course, for a given point \( y_{(j)}^o \in Y_{(j)} \), \( Q_{y(j)} \) may turn out to be empty.) Let \((k)\) be another set of indices and \((k) \subset (j)\). (Recall that \((j)\) is the complementary set to \((j)\).) By a bar of the passport \([j],(k)\] or simply a \([j],(k)\]-bar, we mean a cross-section \( Q_{y(j)}^{o(k)} \) such that
\[
(2.3) \quad \pi(k) Q_{y(j)} = \pi(k)[Q].
\]
Of course, such bars do not necessarily exist. The following lemma is obvious.

**LEMMA 2.3.** If a cross-section \( Q_{y(j)} \) is a bar of the passport \([j],(k)\] then it is also a bar of a passport \([j],(r)\] whenever \((r) \subset (k)\).

**PROOF.** According to the assumptions, (2.3) holds. But since \((r) \subset (k)\), we have
\[
\pi(r) Q_{y(j)} = \pi(r) \circ \pi(k) Q_{y(j)} = \pi(r) Q.
\]
The main lemma. Let \((j)\) and \((k)\) be two sets of indices. We shall say that there exists a bar of the passport \([(j),(k)]^*\) in \(Q\) if \(Q\) contains at least one bar of either the passport \([(j)\setminus(k),(k)]\) or the passport \([(k)\setminus(j),(j)]\).

Lemma 2.4. Let \(Q\) contain a bar of the passport \([(j),(k)]^*\). Then the following hold:

1. If a net of functions \(\{F_\alpha\}\),
   \[F_\alpha = \varphi_\alpha(y_{(j)}) + \psi_\alpha(y_{(k)}),\]
   converges to a function \(F\) in the weak \((*)\) topology of the space \(B(Q)\), then \(\varphi_\alpha\) and \(\psi_\alpha\) can be replaced by functions \(\varphi'_\alpha(y_{(j)})\) and \(\psi'_\alpha(y_{(k)})\) such that
   \[F_\alpha = \varphi'_\alpha(y_{(j)}) + \psi'_\alpha(y_{(k)})\]
   and, moreover, \(\{\varphi'_\alpha(y_{(j)})\}\) and \(\{\psi'_\alpha(y_{(k)})\}\) weak \((*)\) converge.

2. A subspace of functions
   \[F = \varphi(y_{(j)}) + \psi(y_{(k)})\]
   is closed in the weak \((*)\) topology of \(B(Q)\), and therefore is proximinal.

Proof. Let \((r)\) be a set of indices. First of all, it is clear that if a net of functions \(\{\Phi_\alpha(y_{(r)})\}\) weak \((*)\) converges in \(B(Q)\) to a function \(\Phi\), then \(\Phi\) depends on \(y_{(r)}\) only. Indeed, let \((y_{(r)}, y_{(N)}\setminus(r))\) and \((y_{(r)}, y_{(N)}\setminus(r))\) be two points that differ only by coordinates with indices inside \((N)\setminus(r)\). Then
   \[\Phi(y_{(r)}, y_{(N)}\setminus(r)) = \lim_{\alpha} \Phi_\alpha(y_{(r)}) = \Phi(y_{(r)}, y_{(N)}\setminus(r)),\]
   so that \(\Phi\) depends only on \(y_{(r)}\). Now, let \(\{F_\alpha\}\) be a net of the form mentioned in the lemma. Consider the functions
   \[\varphi'_\alpha(y_{(j)}, y_{(k)}\setminus(j)) = F_\alpha(y_{(j)}, y_{(k)}\setminus(j)) - \psi'_\alpha(y_{(k)}),\]
   \[\psi'_\alpha(y_{(k)}) = F(y_{(j)}\setminus(k), y_{(j)}\cap(k), y_{(k)})\cdot\]
   Here, \(y_{(j)}\setminus(k)\) is the point for which the cross-section \(Qy_{(j)}\setminus(k)\) is a bar of the passport \([(j)\setminus(k),(k)]\). (We conduct the argument for that case. When there exists a bar of the passport \([(k)\setminus(j),(j)]\), the arguments follow modulo obvious symmetric changes with respect to \((k)\) and \((j)\).) From (2.7) it is clear that \(\psi'_\alpha(y_{(k)})\) indeed depends only on the variable \(y_{(k)}\). Let us show that the function \(\varphi'_\alpha\) in (2.7) depends only on \(y_{(j)}\) and not on \(y_{(k)}\). Let us take two points in \(Q\) where
   \[t_1 = (y_{(j)}, y_{(k)}\setminus(j), y_{(s)}),\]
   \[t_2 = (y_{(j)}, y_{(s)}\setminus(j), y_{(s)}),\]
   where \((s) = (j)\cup(k)\) is the complement to \((j)\cup(k)\).
   These points differ by coordinates with indices in \((k)\setminus(j)\) and \((s)\), but the latter are unimportant in view of the above remark. Since \(Qy_{(j)}\setminus(k)\) is a bar of the passport...
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[(j)(k), (k)], there exist two points

\[(2.9)\]

\[t_3 = \left( y_{(j)}^{o}(k), y_{(j)}(k), y_{(j)}^{1}(k), y_{(j)}^{3}(k) \right), \]

\[t_4 = \left( y_{(j)}^{o}(k), y_{(j)}(k), y_{(j)}^{2}(k), y_{(j)}^{4}(k) \right), \]

whose coordinates with indices in (k) coincide with those of \(t_1\) and \(t_2\), respectively. For a function \(\Phi\) on \(Q\) set

\[(2.10)\]

\[\Delta \Phi = \Phi(t_1) - \Phi(t_2) + \Phi(t_4) - \Phi(t_3).\]

Since \(\psi_\alpha\) and \(\psi'_\alpha\) only depend on \(y(k)\), whereas \(\varphi_\alpha\) depends only on \(y(j)\), we find at once that

\[\Delta \psi_\alpha = 0, \quad \Delta \psi'_\alpha = 0, \quad \Delta \varphi_\alpha = 0, \quad \Delta F_\alpha = 0.\]

Therefore, \(\Delta \varphi'_\alpha = \Delta F_\alpha - \Delta \varphi_\alpha = 0\) as well. But the latter equality can be rewritten in the form

\[(2.11)\]

\[\varphi'_\alpha(y(j), y_{(j)}^{1}(k)) = \varphi'_\alpha(y(j), y_{(j)}^{2}(k)).\]

Thus, \(\varphi'_\alpha\) is a function of \(y(j)\) only. Since \(\{F_\alpha\}\) converges weak (\(\ast\)), so does \(\{\psi'_\alpha\}\).

But then \(\{\varphi'_\alpha\}\) also converges in this topology. Thus, using once again the remark made in the beginning of the argument, we have proved that

\[F = \lim_\alpha F_\alpha = \lim_\alpha \varphi'_\alpha + \lim_\alpha \psi'_\alpha = \varphi(y(j)) + \psi(y(k)).\]

This completes the proof of the lemma.

Depending on the structure of the sums (2.1), one can by Lemma 2.4 choose various geometric requirements on \(Q\) that would provide weak (\(\ast\)) closedness of the subspace \(BD(Q)\) and hence its proximinality. Let us give one example.

**Geometry of \(Q\) and proximinality of a subspace of sums.**

**THEOREM 2.5 ([83]).** Let \(Q\) contain bars of the following passports:

\[(2.12)\]

\[
\begin{array}{ll}
[(2) \cup (3) \cup \cdots \cup (m), (1)]^* & : (2.12_1) \\
[(3) \cup (4) \cup \cdots \cup (m), (2)]^* & : (2.12_2) \\
[m, m-1]^* & : (2.12_{m-1})
\end{array}
\]

Then the subspaces of functions (2.1) is weak (\(\ast\)) closed and proximinal in \(B(Q)\).

**PROOF.** Let a net of functions \(\{F_\alpha\}\),

\[(2.13)\]

\[F_\alpha = \varphi_\alpha^1(y(1)) + \varphi_\alpha^2(y(2)) + \cdots + \varphi_\alpha^m(y(m)) ,
\]

converge weak (\(\ast\)) in \(B(Q)\). In view of (2.12_1) and the preceding lemma we have

\[F_\alpha = \varphi_\alpha^1 + F_\alpha^1,\]

where, in view of the structure of \(F_\alpha\) (formula (2.13)), \(F_\alpha^1\) has the form

\[(2.14)\]

\[F_\alpha^1 = \varphi_\alpha' \cdot (y(2)) + \cdots + \varphi_\alpha^m(y(m)) ,\]
while \( \{ \varphi'^1_\alpha (y(1)) \} \) and \( \{ F^1_\alpha \} \) converge in the weak (\( \ast \)) topology. Because of the existence of the bar (2.12), we again apply Lemma 2.4, etc. After the \((m - 1)\)st step we obtain that

\[
F_\alpha = \psi^1_\alpha (y(1)) + \psi^2_\alpha (y(2)) + \cdots + \psi^m_\alpha (y(m))
\]

\( (\psi^1_\alpha = \varphi'^1_\alpha, \text{etc.}) \), and each one of the nets \( \{ \psi^k_\alpha (y(k)) \} \), \( k = 1, \ldots , m \), converges weak (\( \ast \)).

**The universal set of bars.** Let us point out a sufficient condition which guarantees that for any set of index groups \( \{ j \} \), \( j = 1, \ldots , m \), the subspace of sums (2.1) is proximinal.

**Theorem 2.6.** For all \( i = 1, \ldots , N \), let there exist \( x_i^o \) such that the cross-section \( Q_{x_i^o} \) of the set \( Q \) by the hyperplane \( x_i = x_i^o \) is a bar of the passport \([i, (1, \ldots , i - 1, i + 1, \ldots , N)]\). Then, for any set of index groups \( \{ j \} \), the subspace \( BD \) of functions (2.1) is closed in the weak (\( \ast \)) topology and is proximinal.

A proof is obtained by using Lemma 2.3 in order to show that in \( Q \) there exist bars for all passports and then applying Theorem 2.5.

**Approximation of continuous functions by sums.** The question concerning existence of the best approximation in the space of continuous functions is more complicated.

**Theorem 2.7.** The subspace of sums (1.104) is proximinal in \( C(Y) \), provided that any two sets of indices \( \{ j \} \) and \( \{ k \} \), \( j \neq k \), are disjoint. For a function \( f \in C(Y) \) there exists a best approximation in the subspace (1.104) that has modulus of continuity over each group of variables \( y(j) \) not worse than that of \( f \).

**Proof.** Consider approximation of \( f \) in \( B(Y) \) by a subspace (2.1) that differs from (1.104) in that it allows bounded, not merely continuous functions. According to Theorem 2.5, \( f \) has the best approximation

\[
\varphi_1 (y(1)) + \cdots + \varphi_m (y(m)) \in BD(Y).
\]

Consider a family of functions of \( y(1) \):

\[
F (y(1), \ldots , y(m)) = f \left( y(1), \overbrace{y(2), \ldots , y(m)}^{2} \right) - \sum_{j=2}^{m} \varphi_j (y(j))
\]

for which the variables \( y(2), \ldots , y(m) \) are parameters. All functions in the family are equicontinuous with respect to \( y(1) \). Set

\[
\varphi^*_1 (y(1)) = \frac{1}{2} \left[ \sup_{y(2), \ldots , y(m)} F (y(1), \ldots , y(m)) + \inf_{y(2), \ldots , y(m)} F (y(1), \ldots , y(m)) \right] .
\]

Then, for all \( y(1) \) we have

\[
\sup_{y(2) \cdots y(m)} \left| F (y(1), \ldots , y(m)) - \varphi^*_1 (y(1)) \right| 
\leq \sup_{y(2) \cdots y(m)} \left| F (y(1), \ldots , y(m)) - \varphi_1 (y(1)) \right| ,
\]

where \( \varphi_1 (y(1)) \) is the best approximation of \( f \) in the subspace (1.104).
and hence
\[ \| f - \varphi_1^*(y(1)) - \varphi_2(y(2)) - \cdots - \varphi_m(y(m)) \| = \sup_{y(1)} \sup_{y(2) \cdots y(m)} |F - \varphi_1^*(y(1))| \]
\[ \leq \sup_{y(1)} \sup_{y(2) \cdots y(m)} |F - \varphi_1(y(1))| = \left\| f - \sum_{i=1}^{m} \varphi_j \right\|. \]

Therefore, the sum \( \varphi_1^*(y(1)) + \varphi_2(y(2)) + \cdots + \varphi_m(y(m)) \) also gives the best approximation to \( f \) in \( B(Y) \). Now, starting with it, we deal with the second group of variables \( y(2) \), etc.

We obtain the best approximation of \( f \) in \( B(Y) \) by a function \( \varphi_1^*(y(1)) + \varphi_2(y(2)) + \cdots + \varphi_m(y(m)) \) with continuous summands. Moreover, from (2.15) and similar formulas for other summands and properties of the operator \( M \) (see Lemma 6.13 in Chapter 2) follow the statements concerning the nature of continuity of the best approximation.

Theorem 2.7 was established in [113], and it generalizes the existence theorem of Diliberto and Straus, and Kolmogorov for two variables (Theorem 6.14 in Chapter 2).

**Duality relations.** Theorem 1.19 allows us to somewhat simplify ordinary duality relations for that situation.

**Proposition 2.8.** For the subspace \( D \) (1.11) with totally separated variables (1.13) and \( f \in C(Y) \), we have
\[ (2.16) \quad \text{dist}(f, D) = \sup_{\mu \in D^\perp} |\mu(f)| = \sup_{\|\mu\| \leq 1} |\mu(f)|. \]

Here, \( \text{dist}(f, D) \) is the distance from \( f \) to \( D \), and \( \ell_1^k \) (as in §3 in Chapter 1) is the set of measures with finite support.

**Equality of distances from a continuous function to subspaces \( D \) and \( BD \).** In a more general situation than that in Theorem 1.19 one can successfully apply the not-so-sophisticated Proposition 1.7.

**Theorem 2.9.** Let \( X_1, \ldots, X_N \) be compact sets, \( h^1(x), \ldots, h^M(x) \) be continuous functions on \( Y \) that form a basis in \( D \) and \( BD \), where \( D \) and \( BD \) are the subspaces defined by (1.7) and (1.112), respectively. For \( f \in C(Y) \), we have
\[ (2.17) \quad \text{dist}(f, D) = \text{dist}(f, BD). \]

**Proof.** According to the ordinary duality relation, there exists a regular Borel measure \( \mu \in D^\perp \), \( \|\mu\| = 1 \), such that
\[ (2.18) \quad \mu(f) = \text{dist}(f, D). \]

According to Proposition 1.7 we can construct a net \( \{\mu_\theta\} \) of measures with finite supports that converge weak (*) to \( \mu \) in \( C(Y)^* \). Each measure \( \mu_\theta \) is in \( \ell^1 \), hence acts on all bounded functions. It is easy to see that the relation (1.32) proven in Proposition 1.7, saying that \( \lim_\theta |\mu_\theta|_D = 0 \), can be replaced by a stronger one:
\[ (2.19) \quad \lim_\theta |\mu_\theta|_{BD} = 0. \]
Indeed, in the proof of (1.32) we only used continuity of $h^j$ and boundedness of $g_j$. Let $w_0 \in BD$ be the best approximation to $f$ in $BD$. It exists because $BD(Y)$ is proximinal (Theorem 2.5). Since

$$
\mu_\theta(f) = \mu_\theta(f - w_0) + \mu_\theta(w_0), \quad |\mu_\theta(w_0)| \leq |\mu_\theta|_{BD}|w_0| \to 0,
$$

we obtain

$$
\text{dist}(f, D) = \mu(f) = \lim_{\theta} \mu_\theta(f) = \lim_{\theta} \mu_\theta(f - w_0)
\leq \|\mu_\theta\| \|f - w_0\| = \|f - w_0\| = \text{dist}(f, BD).
$$

Since the converse inequality is obvious, the theorem is proved.

**Remark.** In [92], [94] the theorem was proved for $N = 2$ and in a less general situation (separated variables for $N = 2$ are always totally separated) by totally different arguments based on the Michael theorem on continuous selections (see, e.g., [105–106]). Attempts to apply these arguments to our situation would have required more severe restrictions than in Theorem 2.9: it is necessary that any two groups of indices $(j)$ and $(k)$ be disjoint when $j \neq k$.

**Further results on existence of best approximations.** Convenient results based on properties of a function that would guarantee existence of the best approximation in a general subspace (1.1), (1.7), or (1.11)–(1.14) are still lacking in the case of $N > 2$ variables, even for the simplest geometric case when approximation is carried out on a product $X_1 \times \cdots \times X_N$. For $N = 1$ (subspaces $H(X_1) \otimes C(X_2)$ in $C(X_1 \times X_2)$) and $N = 2$, a survey of results can be found in Chapter 2 of [94], where metrics different from $C$ and $\ell^\infty$ are also considered. Among the investigations that have appeared since that book was published, let us point out the following negative result.

**Theorem 2.8 ([46]).** The subspace

$$
D = H^1(X_1) \otimes C(X_2) + H^2(X_2) \otimes C(X_1),
$$

where $X_1 = X_2 = [0, 1]$, $H^1$, $H^2$ are two-dimensional spaces of linear polynomials, is not proximinal in $C(Q)$.

Also, let us point out a survey [50] where the connection of those problems to the theory of Chebyshev centers is given.

In the case when $D$ and $BD$ consist of sums (all basis functions $h^j \equiv 1$), in [54a] geometric conditions for sets $Q \subset X_1 \times \cdots \times X_N$ that guarantee proximinality of $D$ and $BD$ in $C(Q)$ and $B(Q)$, respectively, were studied. These conditions generalize criteria from §3 of Chapter 2, where the results of [54] were presented. The geometric conditions considered in [54a] are of a different character than those used in Theorem 2.5.

In [88] Konyagin gave a rather general result concerning proximinality in $L^p$, $1 \leq p \leq \infty$ (in particular, in $\ell^\infty$), of sets of a certain class defined by special functional equations. Some linear subspaces, linear superpositions, and also some nonlinear sets fall into that class. The spaces $L^p$ themselves are products and, in particular, $\ell^\infty$ is considered on $X_1 \times \cdots \times X_N$. 

§3. Effective construction of best approximations

On Chebyshev’s theorem. The complexity of the geometry of the supports of measures in $D^\perp$ is the reason why direct analogues of Theorem 6.1 in Chapter 2 are lacking for the approximation by the subspaces (1.7)–(1.13), or even by subspaces of sums (1.104) when the number of variables $N > 2$. Of course, general methods of characterization of the best approximation via functionals in $D^\perp$ apply (see Theorem 6.2 in Chapter 2); however, their specialization that would take into account the structure of the subspace $D$ is hampered by the geometry of the supports of measures in $D^\perp$. Let us give an $\varepsilon$-version of a characterization of the best approximation that may be useful in view of Lemmas 1.2–1.4.

**Proposition 3.1.** Let $D$ satisfy the assumptions of Theorem 1.19. In order that a function $\varphi \in D$ give the best approximation to a given function $f \in C(Y)$ it is necessary and sufficient that for each $\varepsilon > 0$ there exists a measure $\mu_\varepsilon \in D^\perp$, $\|\mu_\varepsilon\| = 1$, that has a finite support $S_{\mu_\varepsilon}$ and satisfies the condition

\[
(3.1) \quad |\mu_\varepsilon(f)| \geq \|f - \varphi\| - \varepsilon.
\]

**Proof.** If $\varphi \in D$ is the best approximation to $f$, then according to Theorem 6.2 in Chapter 2 there exists a measure $\mu \in D^\perp$, $\|\mu\| = 1$, with $\mu(f) = \|f - \varphi\|$. For $\mu_\varepsilon$ it suffices to take a measure with an appropriate index from the sequence $\{\mu_\theta\}$ described by Theorem 1.1 weak ($\ast$) converging to $\mu$. If for $\mu_\varepsilon$ (3.1) holds and $\|\mu_\varepsilon\| = 1$, then for all $\varphi \in D$ we have

\[
(3.2) \quad |\mu_\varepsilon(f)| = |\mu_\varepsilon(f - \psi)| \leq \|f - \psi\|,
\]

and combining (3.2) and (3.1) yields that $\|f - \varphi\| \leq \|f - \psi\|$.

In the general theory of best approximation there is another type of characterization theorem different from Theorem 6.2 in Chapter 2, the Kolmogorov criterion (see, e.g., [120]). Naturally, it applies to our problems as well. However, its specialization that would use effectively the specific structure of the subspace $D$ is still difficult.

For certain classes of functions in case of a subspace of sums one can directly point out best approximations. We now present an interesting result of Babaev ([19], [21]).

**Monotonicity of functions of several variables.** Let $Y$ be an $m$-dimensional parallelepiped in $\mathbb{R}^m$:

\[
(3.3) \quad Y = \{x \in \mathbb{R}^m : a_i \leq x \leq b_i, \ i = 1, \ldots, m\},
\]

which we shall denote by $\Pi(a, b)$ or, in a more expanded form,

\[
\begin{bmatrix}
    b_1 & \ldots & b_m \\
    a_1 & \ldots & a_m
\end{bmatrix}.
\]

Let $P_1, \ldots, P_{2m}$ be the vertices of $\Pi(a, b)$. For functions $f \in C(\Pi(a, b))$ consider the linear functional

\[
(3.4) \quad L(f, \Pi(a, b)) = 2^{-m} \sum_{k=1}^{m} (-1)^{\delta(P_k)} f(P_k),
\]
where \( \delta(P_k) \) is the number of coordinates \( a_i \) for the vertex \( P_k \). (For example, \( \delta(b_1, \ldots, b_m) = 0, \delta(a_1, \ldots, a_m) = m, \delta(a_1, a_2, a_3, b_4, \ldots, b_m) = 3 \).) Clearly, \( \|L\| = 1 \).

For an arbitrary parallelepiped \( \Pi(\alpha, \beta) \subset \Pi(a, b) \) we can similarly construct a functional \( L(f, \Pi(\alpha, \beta)) \). If we set \( h_i = b_i - a_i, i = 1, \ldots, m \), it is easy to calculate that

\[
L(f, \Pi(a, b)) = 2^{-m} \Delta_{h_1 h_2 \ldots h_m}(f),
\]

where \( \Delta_{h_1 h_2 \ldots h_m}(f) \) is the mixed finite difference of order \( m \) of the function \( f \) at the point \( a = (a_1, \ldots, a_m) \) determined by the increments of the variables \( h_1, \ldots, h_m \). A function \( f \in C(\Pi(a, b)) \) is called monotone if

\[
L(f, \Pi(\alpha, \beta)) \geq 0 \quad \text{for all } \Pi(\alpha, \beta) \subset \Pi(a, b).
\]

We denote the class of such functions by \( M(\Pi(a, b)) \).

**An extension of the class of monotone functions.** Now we introduce a weaker monotonicity condition extending the class of monotone functions. Introduce the notation

\[
\overline{m} = 1, \ldots, m, \quad I_p = \{i_1, \ldots, i_p\}, i_1 < \cdots < i_p,
\]

\[
J_q = \{j_1, \ldots, j_q\}, j_1 < \cdots < j_q, \quad I_p, J_q \subset \overline{m}, \quad pq = \overline{m} \setminus (I_p \cup J_q).
\]

Therefore \( I_p \) and \( J_q \) are ordered subsets in \( \overline{m} \) containing \( p \) and \( q \) numbers, respectively. Set

\[
\sum_{1}^{x}(f) = \sum_{k=0}^{[m/2]} \sum_{I_{2k} \subset \overline{m}} L\left(f, \left[ b_1, \ldots, x_{i_1}, \ldots, x_{i_{2k}}, \ldots, b_m \right] \right);
\]

\[
\sum_{2}^{x}(f) = \sum_{k=1}^{[m+1/2]} \sum_{I_{2k-1} \subset \overline{m}} L\left(f, \left[ b_1, \ldots, x_{i_1}, \ldots, x_{i_{2k-1}}, \ldots, b_m \right] \right).
\]

where \( x = (x_1, \ldots, x_m) \in \Pi(a, b) \). Let us comment on these formulas. Each one of the parallelepipeds used in (3.8) has a ("running") fixed point \( x \) as one of its vertices, while all other vertices are located on the faces of the main parallelepiped \( \Pi(a, b) \) and one of them coincide with a vertex of \( \Pi(a, b) \). For \( k = 0 \) the corresponding term in (3.8) has the form

\[
L\left(f, \left[ b_1, \ldots, b_m \right] \right).
\]

We consider a class \( W \) of functions in \( C(\Pi(a, b)) \) for which

\[
f \in W \iff \sum_{1}^{x}(f) \geq 0, \quad \sum_{2}^{x}(f) \geq 0 \quad \text{for all } x \in \Pi(a, b).
\]

Clearly, \( M \subseteq W \).

**The subspace \( D \).** The subspace \( D \) of approximants consists of sums of functions, each depending on \( m - 1 \) variables

\[
D = \{ \phi_1(x_2, \ldots, x_m) + \phi_2(x_1, x_3, \ldots, x_m) + \cdots + \phi_m(x_1, \ldots, x_{m-1}) \}.
\]
Lemma 3.2. The following conditions are equivalent:

\begin{align}
&(1) \quad F \in D. \\
&(2) \quad L(F, \Pi(\alpha, \beta)) = 0, \quad \Pi(\alpha, \beta) \subset \Pi(a, b). \\
&(3) \quad \sum_{1}^{x}(f) \equiv 0. \\
&(4) \quad \sum_{2}^{x}(f) \equiv 0. 
\end{align}

Proof. The implication 1 \Rightarrow 2 follows at once from our previous results concerning the structure of measures $\mu \in D^1$ (cf. Lemma 4.1 in Chapter 2, and Lemmas 1.2–1.4). Clearly, 2 \Rightarrow 3 and 2 \Rightarrow 4. We show that 3 \Rightarrow 1. In parallelepipeds participating in the formula (3.8) for $\sum_{1}^{x}(F)$ the vertex $x = (x_1, \ldots, x_m)$ appears $\sum_{k=0}^{[m/2]} \binom{m}{2k}$ times, and in any such parallelepiped $\delta(x) = m - 2k$, $(-1)^{\delta(x)} = (-1)^m$. Hence, $\sum_{1}^{x}(F)$ contains the term $(-1)^m/2^m \sum_{k=0}^{[m/2]} \binom{m}{2k} F(x_1, \ldots, x_m)$, while each of the remaining terms depends on fewer than $m$ variables. Hence $\sum_{1}^{x}(F) \equiv 0$ implies $F \in D$. Similarly, one can prove that 4 \Rightarrow 1.

The best approximation of monotone functions. Let $E(f) = \text{dist}(f, D)$ be the distance from $f \in C\Pi(a, b)$ to the subspace $D$ (3.10).

Theorem 3.3. If $f \in W$, then

\begin{equation}
E(f) = L(f, \Pi(a, b)),
\end{equation}

and the function

\begin{equation}
\varphi(x) = f(x) - \sum_{s=0}^{m} (-1)^{s+m} \sum_{I_s \subset \Pi} L\left(f, \left[ b_1, \ldots, x_{i_1}, \ldots, x_{i_s}, \ldots, b_m \right] \right)
\end{equation}

gives the best approximation to $f$.

This theorem is due to M.-B. A. Babaev. For the proof we need the following lemmas.

Lemma 3.4 (Additivity of $L$ as a function on parallelepipeds). If a parallelepiped $\Pi(a, b)$ is represented as a union of parallelepipeds $\Pi(\alpha_i, \beta_i)$,

$$
\Pi(a, b) = \bigcup_{i=1}^{s} \Pi(\alpha_i, \beta_i),
$$

with pairwise disjoint interiors, then

\begin{equation}
L(f, \Pi(a, b)) = \sum_{i=1}^{s} L(f, \Pi(\alpha_i, \beta_i)).
\end{equation}
3. PROBLEMS OF APPROXIMATION BY LINEAR SUPERPOSITIONS

The proof is elementary, so we omit it.

**Lemma 3.5.** The following identity holds for all \( x \in \Pi(a,b) \):

\[
L(f, \Pi(a,b)) = \sum_{s=0}^{m} \sum_{I_s \subset \mathbb{I}} L \left( f, \left[ \begin{array}{c}
b_1, \ldots, x_{i_1}, \ldots, x_{i_s}, \ldots, b_m \\
x_1, \ldots, a_{i_1}, \ldots, a_{i_s}, \ldots, x_m\end{array} \right] \right).
\]

**Proof.** Fix \( x \). Any two parallelepipeds appearing on the right-hand side of (3.15) do not have common interior points, since there is at least one coordinate for which the intervals in those two parallelepipeds in which it varies have no common interior points. Moreover, the union of all those parallelepipeds is \( \Pi(a,b) \), and it remains to refer to Lemma 3.4.

**Proof of Theorem 3.4.** Let \( f \in W \). Consider the function

\[
F = \sum_{s=0}^{m} (-1)^{s+m} \sum_{I_s \subset \mathbb{I}} L \left( f, \left[ \begin{array}{c}
b_1, \ldots, x_{i_1}, \ldots, x_{i_s}, \ldots, b_m \\
x_1, \ldots, a_{i_1}, \ldots, a_{i_s}, \ldots, x_m\end{array} \right] \right).
\]

From the proof of Lemma 3.2 (3 \( \Rightarrow \) 1) it follows that

\[
F(x) = f(x) - \varphi(x), \quad \varphi(x) \in D.
\]

Indeed, the number of parallelepipeds in (3.16) equals \( \sum_{s=0}^{m} \binom{m}{s} = 2^m \), and each of them contributes a term \( 2^{-m}f(x) \) to (3.17) while the remaining terms belong to \( D \). The minus sign in front of \( \varphi(x) \) is of no importance. Let us show that

\[
\|F\| = L(f, \Pi(a,b)) = L(F, \Pi(a,b)).
\]

The latter equality in (3.18) follows because

\[
L(F, \Pi(a,b)) = L(f, \Pi(a,b)) - L(\varphi, \Pi(a,b)) = L(f, \Pi(a,b))
\]

since \( \varphi \in D \) and \( L \in D^\perp \) according to Lemma 3.2. For convenience, denote \( L(f, \Pi(a,b)) = E \). In view of (3.15) we have

\[
E = \sum_{1}^{x} (f) + \sum_{2}^{x} (f) \geq 0, \quad x \in \Pi(a,b),
\]

whereas from (3.16) it follows that

\[
F(x) = (-1)^m \left( \sum_{1}^{x} (f) - \sum_{2}^{x} (f) \right).
\]

Using (3.20) in (3.21), we obtain

\[
F(x) = (-1)^m \left( E - 2 \sum_{2}^{x} (f) \right), \quad F(x) = (-1)^m \left( 2 \sum_{1}^{x} (f) - E \right).
\]

Let \( m \) be even. Using the definition of the class \( W \), we conclude from (3.22) that

\[
-F(x) + E = 2 \sum_{2}^{x} (f) \geq 0, \quad F(x) + E = 2 \sum_{1}^{x} (f) \geq 0,
\]
whence $|F(x)| \leq E$. If $m$ is odd, then (3.22) gives

$$F(x) + E = 2 \sum_{2}^{x} (f) \geq 0, \quad F(x) - E = 2 \sum_{1}^{x} (f) \geq 0,$$

and again $|F(x)| \leq E$. So,

$$\tag{3.23} \|F\| \leq E = L(f, \Pi(a, b)) = L(F, \Pi(a, b)) \leq \|L\|\|F\| = \|F\|.$$ 

From (3.23) we obtain that

$$\tag{3.24} \|F\| = \|f - \varphi\| = L(f, \Pi(a, b))$$

and, according to the general characterization of the best approximation, $\varphi \in D$ is the best approximation to $f$ in $D$. Thus, we have proved (3.12) and (3.13) (which follows from (3.16) and (3.17)), and Theorem 3.3 follows.

Note that (3.24) implies that $\|f - \varphi\|$ is attained at all vertices of $\Pi(a, b)$ with alternation of indices in accordance with factors $(-1)^{\delta(P_i)}$ in (3.4).

**An alternative expression for the best approximation.** Let $I_p$ and $J_q$ be two intersecting subsets of $m$. By

$$[(a)_{I_p}, (b)_{J_q}, x_{pq}]$$

we denote a point whose coordinates with indices in $I_p$ coincide with those of $a = (a_1, \ldots, a_m)$, whose coordinates with indices in $J_q$ coincide with those of $b = (b_1, \ldots, b_m)$, and the rest of whose coordinates coincide with the coordinates of the running point $x = (x_1, \ldots, x_m)$ with indices in $m \setminus (I_p \cup J_q)$. The expression for the best approximation (3.13) now becomes

$$\tag{3.25} \varphi(x) = \sum_{p+q=1}^{m} (-1)^{p+q+1} 2^{(-p+q)} \sum_{I_p J_q \subseteq m} f [(a)_{I_p}, (b)_{J_q}, x_{pq}].$$

**Corollaries.**

**Corollary 3.6 (A characteristic property of the class $M(\Pi(a, b))$).** In order that $f \in M(\Pi(a, b))$, it is necessary and sufficient that for any $\Pi(\alpha, \beta) \subset \Pi(a, b)$ we have

$$\tag{3.26} E(f)_{\Pi(\alpha, \beta)} = L(f, \Pi(\alpha, \beta)).$$

Here, $E(f)_{\Pi(\alpha, \beta)}$ is the best approximation of $f$ by the subspace $D (3.11)$ in the $C(\Pi(\alpha, \beta))$-metric.

**Proof.** If $f \in M(\Pi(a, b))$, then, of course, $f \in M(\Pi(\alpha, \beta))$ and, in view of Theorem 3.3, (3.26) holds. If (3.26) holds, then $L(f, \Pi(\alpha, \beta)) \geq 0$ and $f \in M(\Pi(a, b))$. 

**THEOREM 3.7** (Flatto [48]). Let a function $f$ defined on $\Pi(a, b)$ have a continuous mixed partial derivative

\[ \frac{\partial^m f}{\partial x_1 \ldots \partial x_m} \geq 0. \]

Then the statements of Theorem 3.3 hold.

Indeed,

\[ L(f, \Pi(\alpha, \beta)) = 2^{-m} \int_{\Pi(\alpha, \beta)} \frac{\partial^m f}{\partial x_1 \ldots \partial x_m} dx_1 \ldots dx_m, \]

so $f \in M(\Pi(a, b))$. Theorem 3.7 generalizes Corollary 6.12 in Chapter 2.

Note in conclusion that for $x_i, i = 1, \ldots, m$, in Theorem 3.7 we can take not merely coordinates but disjoint groups of coordinates. By means of the function $L$ in [21] a two-sided estimate of $E(f)$ was also obtained for all $f \in C[a, b]$.

**Approximation of products.** Let $D$ have the structure (1.11):

\[ D = \sum_{j=1}^{m} H^j(\tilde{Y}_j) \otimes C(Y_j), \]

where the sets $\tilde{Y}_j$ are pairwise disjoint (the $H^j$ are still finite dimensional subspaces in $C(\tilde{Y}_j)$).

**THEOREM 3.8.** Let

\[ f = \prod_{j=1}^{m} f_j(\bar{y}_j), \quad f_j(\bar{y}_j) \in C(\tilde{Y}_j), \quad j = 1, \ldots, m, \]

and let the $\varphi_j(\bar{y}_j) \in H^j$ be the best approximations to $f_j$ in $C(\tilde{Y}_j)$ by subspaces $H_j$, whereas $E^j = ||f_j - \varphi_j||$ is the magnitude of that approximation for $j = 1, \ldots, m$.

Let $E(f)$ be the magnitude of the best approximation of the function $f$ by the subspace $D$ in $C(Y)$. Then

\[ E(f) = \prod_{j=1}^{m} E_j, \]

and

\[ \varphi = f - \prod_{j=1}^{m} (f_j - \varphi_j) \in D \]

is the best approximation to $f$.

**PROOF.** First of all, it is clear that $\varphi$ indeed belongs to $D$. Furthermore, according to the general criterion for the best approximation (Theorem 6.2 in Chapter 2) there exist linear functionals $\lambda_j \in H^j_{\perp} \subset C(Y_j)$ with the following properties:

\[ ||\lambda_j|| = 1, \quad \lambda_j(f_j) = ||f_j - \varphi_j||_{C(\bar{y}_j)} = E^j, \quad j = 1, \ldots, m. \]
The functional \( \lambda = \lambda_1 \otimes \cdots \otimes \lambda_m \) belongs to \( C(Y)^* \), \( \| \lambda \| = 1 \), and by Lemma 1.5, \( \lambda \in D^1 \). We have
\[
0 = \lambda(\varphi) = \lambda[f] - \prod_{j=1}^m \lambda_j [f_j - \varphi_j] \\
= \lambda[f] - \prod_{j=1}^m \| f_j - \varphi_j \|_{C(\bar{y}_j)} = \lambda(f) - \| f - \varphi \|_{C(Y)},
\]
i.e.,
\[
(3.32) \quad \lambda[f] = \| f - \varphi \|_{C(Y)}.
\]
From (3.32) all statements of the theorem follow.

Theorem 3.8 is due to Shapiro [118a]. A more abstract version can be found in [24].

A problem in \( L^2 \). Digressing from our earlier agreement not to consider metrics other than \( C \) and \( \ell^\infty \), we now consider a problem of approximation by sums in the \( L^2 \)-metric. The reason is that a beautiful result obtained in that problem stems from the Boolean properties of projections closely related to the approach developed in §1 of this chapter. Only this time we are speaking about orthogonal projections—a natural object in the Hilbert space theory (see, e.g., [118], [40]). The above-mentioned result also deserves our attention here because it was probably the first for which an explicit formula for the solution was obtain in a rather general problem of approximation by sums of functions of a smaller number of variables.

Let \( X_1, \ldots, X_N \) be sets, and on each \( X_i \), \( i = 1, \ldots, N \), let there be a \( \sigma \)-algebra \( M_i \) on which there is defined a probability measure \( \mu_i \):
\[
(3.33) \quad \mu_i \geq 0, \quad \int_{X_i} d\mu_i = 1.
\]
So, \( (X_i, M_i, \mu_i) \) are measure spaces with probability measures. If \( Y = X_1 \times \cdots \times X_N \), then we define a measure on \( Y \) by setting
\[
(3.34) \quad \mu = \mu_1 \times \cdots \times \mu_N.
\]
If \( (j) = (i_1, \ldots, i_N) \) is a subset of indices in \( \overline{N} = \{1, \ldots, N\} \), \( Y(j) = X_{i_1} \times \cdots \times X_{i_j} \), then there is an induced measure on \( Y(j) \)
\[
(3.35) \quad \mu(j) = \mu_{i_1} \times \cdots \times \mu_{i_j}.
\]
(When considering different products we keep the same conventions about the order as in §1.) As in §1, \( \hat{j} \) denotes the set of complementary indices to \( j \). The spaces \( L^2(Y(j), \mu(j)) \) can be naturally embedded as subspaces into \( L^2(Y, \mu) \). For a function \( f \in L^2(y, \mu) \), \( f(y(j)) \) denotes its mean over \( \hat{Y}(j) \):
\[
(3.36) \quad f(y(j)) = \int_{Y(j)} f d\mu_{\hat{j}}.
\]
A direct calculation (here and below everything is based on the Fubini theorem) yields:
LEMMA 3.9. The formula (3.36) defines an orthogonal projection \( P_j : L^2(Y, \mu) \rightarrow L^2(Y(j), \mu(j)) \). The complementary orthogonal projection \( R_j \) is defined by the formula \( f - P_j f \).

LEMMA 3.10. Let \( E \) be a Hilbert space, \( E_1, \ldots, E_m \subset E \) closed subspaces, \( P_k : E \rightarrow E_k \) orthogonal projections, and \( R_k \) orthogonal projections complementary to \( P_k \), \( k = 1, \ldots, m \). If the projections \( P_k, k = 1, \ldots, m, \) commute pairwise, then (1.43) defines an orthogonal projection \( P \) of \( E \) onto \( E_1 + \cdots + E_m \), while (1.44) defines the complementary projection.

The proof is obtained by induction, making use of elementary properties of orthogonal projections.

LEMMA 3.11. Let \( (j) \) and \( (k) \) be two sets of indices in \( \mathbb{N} \) and, moreover, \( (j) \not\subset (k), \ (k) \not\subset (j) \). Then, the projections \( P_j \) and \( P_k \) defined by the formula (3.46) commute, and for \( f \in L^2(Y, \mu) \) we have
\[
(3.37) \quad P_k P_j (f) = P_j P_k (f) = f (y(j) \cap (k)) = \int_{Y(j) \cup (k)} fd\mu (j) \cup (k).
\]

In particular, if \( (j) \cap (k) = \emptyset \), then \( f (y(j) \cap (k)) = \text{const} = \int_Y fd\mu \).

Let \( (j_1), \ldots, (j_m) \) be subsets in \( \mathbb{N} \) such that \( (j_k) \not\subset (j_\ell) \) when \( k \neq \ell, k, \ell = 1, \ldots, m \). Consider in \( L^2(Y, \mu) \) the problem of best approximation to a function \( f(y) \in L^2(Y, \mu) \) by functions from the subspace
\[
(3.38) \quad L^2 D = \{ \varphi_1 (y(j_1)) + \cdots + \varphi_m (y(j_m)) \}.
\]

THEOREM 3.12 (Mordashev [106–107]). The unique function in the subspace \( L^2 D \) with the least deviation from a function \( f \in L^2(Y, \mu) \) is given by
\[
(3.39) \quad F(y) = \sum_{1 \leq k \leq m} f (y(j_k)) - \sum_{1 \leq k \leq \ell \leq m} f (y(j_k) \cap (j_\ell)) + \sum_{1 \leq k \leq \ell \leq \tau \leq m} f (y(j_k) \cap (j_\ell) \cap (j_\tau)) + \cdots + (-1)^{m-1} f (y(j_1) \cap (j_2) \cap \cdots \cap (j_m)) .
\]

A proof follows at once from the fact that the function least deviating from \( f \) must be an orthogonal projection of \( f \) on the approximating subspace (this follows from well-known properties of Hilbert spaces) and, according to preceding lemmas, must be of the form (3.39). Uniqueness of the best approximation in a Hilbert space is also well known.

Let \( d\mu_1 = d\mu_2 = dx = dy \) be the ordinary Lebesgue measure on \( I = [0, 1] \). For \( L^2 (I^2, dx \otimes dy) \) consider the problem of best approximation by functions \( \varphi(x) + \psi(y) \).

COROLLARY 3.13 (Denisyuk [37]). The function least deviating from a given function \( f(x, y) \) is unique and is given by the formula
\[
F = \int_I f(x, y)dy + \int_I f(x, y)dx - \int_{I^2} f dx dy.
\]

In [69], [70], certain problems of the best approximation in the \( L^1 \)-metric were more effectively solved by using ideas similar to those presented above.
On the Diliberto–Straus algorithm when the number of variables is greater than 2. The levelling algorithm of Diliberto and Straus studied in §7 of Chapter 2 gives an effective method of constructing the best approximation of a function of two variables by sums $\varphi(x) + \psi(y)$. In the case of three or more variables it may not succeed. This was first discovered by Aumann [13], whose paper does not appear to be widely known, and was repeated in [104].

A counterexample to the algorithm in $\mathbb{R}^3$ ([104]). For the sake of clarity, first consider the problem of approximating a continuous function $f(x_1, x_2, x_3)$ on the unit cube $I^3$, $I = [0, 1]$, by sums $\varphi(x_1) + \psi(x_2) + \chi(x_3)$. Our goal is to construct a function $f(x_1, x_2, x_3)$ for which a natural extension of the levelling algorithm does not lead to the construction of a best approximation. Define a continuous function on $[0, 3]$ by setting

$$ F(t) = \begin{cases} 
-1, & 0 \leq t \leq 1; \\
\text{linear}, & 1 \leq t \leq 2; \\
1, & 2 \leq t \leq 3
\end{cases} $$

and let $f(x_1, x_2, x_3) = F(x_1 + x_2 + x_3)$ on $I^3 (\|f\| = 1)$. Also, define a function $\hat{F}(t) = F(t) - (t - 3/2)$. Then

$$ \hat{f}(x_1, x_2, x_3) = \hat{F}(x_1 + x_2 + x_3) = f(x_1, x_2, x_3) - [(x_1 - 3/2) + (x_2 + x_3)]. $$

Let us show that the sum

$$ \varphi(x_1) + \psi(x_2) + \chi(x_3) = (x_1 - 3/2) + x_2 + x_3 $$

is the best approximation to $f(x_1, x_2, x_3)$ among all sums $\varphi(x_1) + \psi(x_2) + \chi(x_3)$. Note that $\|\hat{F}\| = 1$, and if we construct the functional $L(f, I^3)$ by (3.4), then

$$ L(\hat{f}, I^3) = \frac{1}{2} = \|\hat{f}\| $$

which proves the above assertion, since $L \in \{\varphi + \psi + \chi\}^1$. (The values of $f$ at the vertices of the cube equal $\pm 3/2$, and the signs coincide with those of the charges at these vertices.) The function $\hat{f}$ takes the value $-1$ on all the edges emanating from the vertex $(0, 0, 0)$ and the value 1 on the edges emanating from the vertex $(1, 1, 1)$. Therefore, on any cross-section of $I^3$ by a plane $x_1 = x_2^0$ its maximum equals 1, while the minimum equals $-1$. Therefore, it is levelled with respect to the variables $(x_2, x_3)$. (Similarly, it is levelled with respect to $(x_1, x_2)$ and $(x_2, x_3)$.) Starting the levelling process, we have to take

$$ \varphi(x_1) = \frac{1}{2} \left[ \max_{(x_2, x_3)} f(x_1, x_2, x_3) + \min_{(x_2, x_3)} f(x_1, x_2, x_3) \right] = 0, \quad f - \varphi = f, $$

and, similarly, $\psi(x_2) = 0$ and $\chi(x_3) = 0$. So, the levelling process will not move away from the already-levelled function $f$ and we will not approach the magnitude of the best approximation, equal to $\frac{1}{2}$.

A counterexample to the algorithm in $\mathbb{R}^N$ [104]. Consider an extension of the above example to $I^N$. Consider on $[0, N]$ a continuous function

$$ F(t) = \begin{cases} 
-1, & 0 \leq t \leq 1, \\
a \text{ linear function} \left( = \frac{2t - N}{N-2} \right), & 1 \leq t \leq N - 1, \\
1, & N - 1 \leq t \leq N
\end{cases} $$

A counterexample to the algorithm in $\mathbb{R}^N$ [104]. Consider an extension of the above example to $I^N$. Consider on $[0, N]$ a continuous function
and
\[ \hat{F}(t) = F(t) - \frac{2t - N}{N - 1}, \quad \|\hat{F}\| = \frac{1}{N - 1}. \]
Set
\[ f(x_1, \ldots, x_N) = F(x_1 + \cdots + x_N); \]
\[ \hat{f}(x_1, \ldots, x_N) = \hat{F}(x_1 + \cdots + x_N). \]
Clearly,
\[ \hat{f} = f - \sum_{i=1}^{N} g_i(x_i) \]
and we show that \( \hat{f} \) has the least norm among all functions that have such a form (\( \|\hat{f}\| = \frac{1}{N - 1} \)). To do that, construct a functional \( L \) with the following properties:
\[
\tag{3.40} \quad \|L\| = 1, \quad L \in \{\varphi_1(x_1) + \cdots + \varphi_N(x_N)\}^\perp, \quad L(\hat{f}) = \|\hat{f}\|.
\]
To construct \( L \), place nonnegative charges \( a, a_1, \ldots, a_N \) at the vertices
\((0,0,\ldots,0),(0,1,\ldots,1),(1,0,\ldots,1),\ldots,(1,1,\ldots,1,0)\)
(at these vertices \( \hat{f} \) assumes its maximum \( \frac{1}{N - 1} \)) and nonpositive charges \(-b, -b_1, \ldots, -b_N \) at the vertices
\((1,\ldots,1),(1,0,\ldots,0),(0,1,0,\ldots,0),\ldots,(0,0,\ldots,1)\),
where \( \hat{f} \) assumes its minimum (equal to \( -\frac{1}{N - 1} \)). To satisfy the requirements in
(3.40) we set
\[
\tag{3.41} \quad a = b = \frac{N - 2}{4(N - 1)}, \quad a_i = b_i = \frac{1}{4(N - 1)}.
\]
For the functional \( L \) corresponding to these charges we obtain
\[
\|L\| = a + b + \sum_{i=1}^{N} (a_i + b_i) = \frac{N - 2}{2(N - 1)} + \frac{N}{2(N - 1)} = 1.
\]
The second requirement in (3.40) holds, provided that in every hyperplane \( x_i = \text{const}, i = 1, \ldots, N \), the total charge equals zero (cf. Lemma 4.1 in Chapter 2 and Lemmas 1.2–1.4 in this chapter). There are no charges in a hyperplane \( x_i = c \), \( 0 < c < 1 \). Calculate the charge in the hyperplane \( x_i = 0 \). In view of (3.41) it equals
\[
a + a_i - \sum_{j \neq i, j=1}^{N} b_j = \frac{N - 2}{4(N - 1)} + \frac{1}{4(N - 1)} - \frac{N - 1}{4(N - 1)} = 0.
\]
Similarly, in the hyperplane \( x_i = 1 \) we have
\[
-b - b_i + \sum_{j \neq i, j=1}^{N} a_j = 0.
\]
So, \( L \in \{\varphi_1(x_1) + \cdots + \varphi_N(x_N)\}^\perp \). Finally, in view of the choice of signs of charges in \( L \) we obtain
\[
L(\hat{f}) = \frac{1}{N - 1} = \|\hat{f}\|.
\]
However, for the same reasons as in the case \( N = 3 \) the levelling algorithm for the function \( f \) cannot change that function. Hence, it does not lead to finding the magnitude of the best approximation.

**Discussion.** From the above example it follows that for a function \( f \) to be levelled with respect to all groups of \((N - 1)\) variables, it is not sufficient that \( f \) have the minimal norm among among all functions \( f - (g_1(x_1) + \cdots + g_N(x_N)) \) as was the case for \( N = 2 \) (cf. §6 in Chapter 2). Nevertheless, it would be interesting to know whether every function can be levelled. In other words, we ask if an arbitrary function \( f \) can be represented in the form

\[
 f(x_1, \ldots, x_N) = F(x_1, \ldots, x_N) + \sum_{i=1}^{N} g_i(x_i),
\]

where \( F \) is a corresponding levelled function. In Aumann’s paper [13] it is also shown that even for approximation in \( C(I^3) \) by functions

\[
 \varphi(x_1, x_2) + \psi(x_1, x_3) + \chi(x_2, x_3)
\]

the levelling algorithm need not be successful.
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